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#### Abstract

Starting with a new formula for the regression of sum of squares of spacings (SSS) with respect to the maximum we present a characterization of a family of beta type mixtures in terms of the constancy of regression of normalized SSS of order statistics. Related characterization for records describes a family of minima of independent Weibull distributions.
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## 1. Introduction

If $X_{1: n}, \ldots, X_{n: n}$ are the order statistics of a random sample $X_{1}, \ldots, X_{n}$ from a continuous distribution then $V_{i}=X_{i: n}-X_{i-1: n}, i=2, \ldots, n$, are called spacings of the order statistics. The spacings play an important role in statistics and applied probability. Sukhatme (1936) and Greenwood (1946) are two of the earliest references in this regard. We refer to Misra and van der Meulen (2003) and the references therein for some recent work on the distribution theory and reliability-theoretic aspects of spacings. If the distribution sampled has bounded support $[a, b]$ then an important statistic is Greenwood's $G=\sum_{i=1}^{n+1} V_{i}^{2} ; X_{0: n}=a, X_{n+1: n}=b$. This statistic is particularly useful in testing goodness of fit when primary interest is in detecting discrepancies between density functions; see Kirmani and Alam (1974). If $F$ is the distribution function (df) sampled, $F_{0}$ a specified continuous df and $H_{0}: F=F_{0}$ the goodness-of-fit hypothesis, let $U_{i: n}=F_{0}\left(X_{i: n}\right), i=0,1, \ldots, n+1$, with $X_{0: n}=-\infty$ and $X_{n+1: n}=\infty$. If $H_{0}$ is true and $D_{i}=U_{i: n}-U_{i-1: n}$, then $E\left(D_{i}\right)=1 /(n+1)$, so that

$$
\sum_{i=1}^{n+1}\left[D_{i}-E\left(D_{i}\right)\right]^{2}=G-\frac{1}{n+1}
$$

which shows the relevance of $G$ in testing $H_{0}$. This, of course, is one of many situations where the sum of squares of spacings (SSS) enters in a natural manner. It does, however, suggest the question of predicting SSS. Another situation, where distributional properties of the SSS are very useful, arises for instance in investigations of Poisson driven sequences of observations as noted in Kirmani and Wesołowski (2003).

We show in Section 2 that the best mean square error predictor of SSS through the largest order statistic has a rather interesting form in terms of the distribution function sampled. This form leads to an intriguing result (Proposition 2.1) for the beta $B(p, 1)$ distribution. On a more general note, our expression for the best predictor of SSS opens
new possibilities for exploring the extent to which the form of this predictor determines the distribution sampled. We study the case $n=2$ in detail.

It is shown in Section 3 that, for $n=2$, constancy of regression of normalized SSS on the maximum characterizes a family of beta type mixtures. The case $n>2$ is out of our reach at present. Related investigations for records are presented in Section 4. Rather unexpectedly they lead to characterizations of a family of distributions of minima of two independent Weibull rv's.

The results we present here fall in the wide area of characterizations of probability distributions via regression properties of ordered statistics and records. The area develops rapidly in recent years. To have a wider perspective one can consult some of recent papers as for example: Ahsanullah (2000), Ahsanullah and Nevzorov (2000), Asadi et al. (2001), Dembińska (2001), Dembińska and Wesołowski (2000, 2003), Ferguson (2002), Franco and Ruiz (2001), Gupta and Wesołowski (2001), López-Blázquez and Wesołowski (2001, 2004), Raquab (2002), Wesołowski and Ahsanullah (2001), Wu (2000, $2001 a$, 2001b), Wu and Lee (2001).
2. Regression for sum of squares of spacings (on $X_{n: n}$ ) and the beta $B(p, 1)$ distribution

While studying distributional properties of Poisson driven sequences of observations, we (Kirmani and Wesołowski (2003)) obtained the following concise formula for independent identically distributed (iid) random variables (rv's) $U_{1}, \ldots, U_{n}$ assuming values in $[0, a]$ and having a continuous df $H$ :

$$
\begin{gather*}
E\left[U_{1: n}^{2}+\sum_{k=1}^{n-1}\left(U_{k+1: n}-U_{k: n}\right)^{2}+\left(a-U_{n: n}\right)^{2}\right]  \tag{2.1}\\
\quad=2 \iint_{0<x<y<a}[H(x)+1-H(y)]^{n} d x d y
\end{gather*}
$$

Let $X_{1}, X_{2}, \ldots, X_{n}$ be iid square integrable positive rv's with a continuous $\mathrm{df} F$. Then, according to the general formula (2.1) and the fact that for any $x>0$ the conditional distribution of $\left(X_{1: n}, \ldots, X_{n-1: n}\right)$ given $X_{n: n}=x$ is the same as the distribution of ( $Y_{1: n-1}, \ldots, Y_{n-1: n-1}$ ) for iid observations $Y_{1}, \ldots, Y_{n-1}$ having the df

$$
F_{x}(y)= \begin{cases}0, & y<0 \\ \frac{F(y)}{F(x)}, & y \in[0, F(x)) \\ 1, & y \geq F(x)\end{cases}
$$

see for instance Nevzorov (2001), it follows that

$$
\begin{align*}
& E\left[X_{1: n}^{2}+\left(X_{2: n}-X_{1: n}\right)^{2}+\cdots+\left(X_{n: n}-X_{n-1: n}\right)^{2} \mid X_{n: n}\right]  \tag{2.2}\\
& \quad=\frac{2}{\left[F\left(X_{n: n}\right)\right]^{n-1}} \iint_{0<x<y<X_{n: n}}\left[F(x)+F\left(X_{n: n}\right)-F(y)\right]^{n-1} d x d y
\end{align*}
$$

The formula is a starting point of our investigation of families of distributions with constant regression of the normalized SSS. We show below that any beta distribution $B(p, 1)$ with the density $f(x)=p x^{p-1} I_{(0,1)}(x)$ has this property.

Proposition 2.1. If $X_{1}, \ldots, X_{n}$ are itd beta $B(p, 1)$ rv's then

$$
\begin{equation*}
E\left[X_{1: n}^{2}+\left(X_{2: n}-X_{1: n}\right)^{2}+\cdots+\left(X_{n: n}-X_{n-1: n}\right)^{2} \mid X_{n: n}\right]=\alpha(p, n) X_{n: n}^{2} \tag{2.3}
\end{equation*}
$$

where

$$
\alpha(p, n)=\frac{2}{p} \sum_{k=0}^{n-1}\binom{n-1}{k} \frac{B\left(k+\frac{2}{p}, n-k\right)}{k p+1} .
$$

Proof. Using (2.2) we have for any $z \in(0,1)$

$$
\begin{align*}
& E\left[X_{1: n}^{2}+\left(X_{2: n}-X_{1: n}\right)^{2}+\cdots+\left(X_{n: n}-X_{n-1: n}\right)^{2} \mid X_{n: n}=z\right]  \tag{2.4}\\
& \quad=\frac{2}{z^{(n-1) p}} \int_{0}^{z} \int_{0}^{y}\left[x^{p}+z^{p}-y^{p}\right]^{n-1} d x d y .
\end{align*}
$$

To compute the last integral we use the Newton formula:

$$
\begin{aligned}
\int_{0}^{z} \int_{0}^{y}\left[x^{p}+z^{p}-y^{p}\right]^{n-1} d x d y & =\int_{0}^{z} \sum_{k=0}^{n-1}\binom{n-1}{k} \int_{0}^{y} x^{k p}\left(z^{p}-y^{p}\right)^{n-1-k} d x d y \\
& =\sum_{k=0}^{n-1}\binom{n-1}{k} \frac{1}{k p+1} \int_{0}^{z} y^{k p+1}\left(z^{p}-y^{p}\right)^{n-1-k} d y .
\end{aligned}
$$

Now, introducing in the last integral a new variable by $y^{p}=z^{p} t$ we get

$$
\begin{aligned}
\int_{0}^{z} y^{k p+1}\left(z^{p}-y^{p}\right)^{n-1-k} d y & =\int_{0}^{1}\left(z t^{1 / p}\right)^{k p+1} z^{p(n-1-k)}(1-t)^{n-1-k} \frac{z}{p} t^{1 / p-1} d t \\
& =\frac{z^{2+(n-1) p}}{p} \int_{0}^{1} t^{k+2 / p-1}(1-t)^{n-1-k} d t \\
& =B\left(k+\frac{2}{p}, n-k\right) \frac{z^{2+(n-1) p}}{p}
\end{aligned}
$$

Plugging it back into (2.4) we arrive at (2.3).
If we divide both sides of (2.3) by $X_{n: n}^{2}$ we see that the regression of the normalized (by $X_{n: n}^{2}$ ) SSS in the case of the beta $B(p, 1)$ distribution is constant.

In particular for $n=2$ we get

$$
\begin{equation*}
E\left[\left.\frac{X_{1: 2}^{2}+\left(X_{2: 2}-X_{1: 2}\right)^{2}}{X_{2: 2}^{2}} \right\rvert\, X_{2: 2}\right]=1-\frac{2 p}{(p+1)(p+2)} \tag{2.5}
\end{equation*}
$$

Since the function

$$
h(p)=\frac{2 p}{(p+1)(p+2)}, \quad p>0
$$

attains its maximum value $2(3-2 \sqrt{2})$ at $p=\sqrt{2}$ it follows that $\alpha(p, 2) \in[4 \sqrt{2}-5,1)$.
Observe also that for $p=1$, i.e. for the uniform distribution one gets

$$
\begin{equation*}
E\left[\left.\frac{X_{1: 2}^{2}+\left(X_{2: 2}-X_{1: 2}\right)^{2}}{X_{2: 2}^{2}} \right\rvert\, X_{2: 2}\right]=\frac{2}{3} \tag{2.6}
\end{equation*}
$$

It might be worthy to notice that $\alpha(1,2)=2 / 3 \approx 0.66667$ is very close to the lower bound $\alpha(\sqrt{2}, 2)=4 \sqrt{2}-5 \approx 0.65685$.

## 3. Characterizations of mixtures of beta type distributions

In this section we will identify the family of distributions on the positive half axis having the property of constancy of regression of normalized SSS. It appears that the family is much wider that just beta $B(p, 1)$ distributions. However this type of the beta distribution is the main building element of the family.

Theorem 3.1. Let $X_{1}, X_{2}$ be iid rv's with a continuous df $F$ and the support $\left[0, r_{F}\right]$, where $r_{F}=\inf \{x>0: F(x)=1\} \leq \infty$. Assume that

$$
\begin{equation*}
E\left(\left.\frac{X_{1: 2}^{2}+\left(X_{2: 2}-X_{1: 2}\right)^{2}}{X_{2: 2}^{2}} \right\rvert\, X_{2: 2}\right)=c \tag{3.1}
\end{equation*}
$$

where $c$ is a constant.
Then up to a positive scale the df $F$ is a mixture of the beta $B(b, 1)$ df $F_{1}$ and a df $F_{2}$, i.e.

$$
F=\alpha F_{1}+(1-\alpha) F_{2}
$$

for some $\alpha \in[0,1]$ and only the following two cases are possible: either $c=4 \sqrt{2}-5$ (i.e. $a=b$, see below) and then the df $F_{2}$ is of the form

$$
F_{2}(z)= \begin{cases}0, & z<0 \\ z^{\sqrt{2}}(1-\sqrt{2} \log (z)), & z \in[0,1] \\ 1, & z>1\end{cases}
$$

or $c \in(4 \sqrt{2}-5,1)\left(\right.$ i.e. $a<b$, see below) and then the $d f F_{2}$ is of the form

$$
F_{2}(z)= \begin{cases}0, & z<0 \\ \frac{b z^{a}-a z^{b}}{b-a}, & z \in[0,1] \\ 1, & z>1\end{cases}
$$

where

$$
\begin{equation*}
b=\frac{3 c-1+\sqrt{c^{2}+10 c-7}}{2(1-c)}, \quad a=\frac{3 c-1-\sqrt{c^{2}+10 c-7}}{2(1-c)}>0 \tag{3.2}
\end{equation*}
$$

Proof. Since

$$
\frac{1}{2} \leq \frac{x^{2}+(y-x)^{2}}{y^{2}}<1, \quad 0<x \leq y
$$

then it follows that $c \in[0.5,1)$.
Since $F(z)=0$ for $z \leq 0$ and $F(z)=1$ for $z \geq r_{F}$, where $r_{F}$ is the right end of the support of the distribution, we consider below only the arguments $z \in\left(0, r_{F}\right)$. From (2.4) with $n=2$ it follows that (3.1) is equivalent to

$$
\begin{equation*}
2 \int_{0}^{z}\left(\int_{0}^{y}[F(x)+F(z)-F(y)] d x\right) d y=c z^{2} F(z) \tag{3.3}
\end{equation*}
$$

Thus $F$ is differentiable in $\left(0, r_{F}\right)$ and differentiating the above formula we get

$$
2 \int_{0}^{z} F(x) d x=2 c z F(z)+(c-1) z^{2} F^{\prime}(z)
$$

Hence $F$ is twice differentiable. Differentiating again we obtain the equation

$$
\begin{equation*}
z^{2} F^{\prime \prime}(z)+\frac{2(2 c-1)}{c-1} z F^{\prime}(z)+2 F(z)=0 . \tag{3.4}
\end{equation*}
$$

Introduce a new function $u=u(z)$ by $F(z)=\exp (u(z))$. Then the differential equation (3.4) assumes the form

$$
z^{2} u^{\prime \prime}(z)+\left[z u^{\prime}(z)\right]^{2}+\frac{2(2 c-1)}{c-1} z u^{\prime}(z)+2=0 .
$$

Define $v(z)=z u^{\prime}(z)$. Then $z^{2} u^{\prime \prime}(z)=z v^{\prime}(z)-v$ and the above equation can be written as

$$
\begin{equation*}
-z v^{\prime}(z)=[v(z)]^{2}+\frac{3 c-1}{c-1} v(z)+2 . \tag{3.5}
\end{equation*}
$$

Since the discriminant of the quadratic at the rhs of (3.5) is

$$
\Delta=\frac{c^{2}+10 c-7}{(1-c)^{2}}
$$

then $\Delta<0$ iff $c \in[0.5,4 \sqrt{2}-5)$ and $\Delta \geq 0$ iff $c \in[4 \sqrt{2}-5,1)$ since, as observed earlier, $c \in[0.5,1)$.

In the first case solving the differential equation (3.5) and returning to the density $f=F^{\prime}$ we obtain

$$
f(z)=F(z) z[\beta+\alpha \tan (D-\alpha \log (z))]
$$

where

$$
\alpha=-\Delta=\frac{7-10 c-c^{2}}{(1-c)^{2}}>0, \quad \beta=\frac{3 c-1}{1-c}>0
$$

and $D$ is a real constant. Note that $f$ satisfying the above equation cannot be a density function since the rhs assumes negative values in the set of positive Lebesgue measure in the right neighborhood of zero.

Thus only the case $c \in[4 \sqrt{2}-5,1)$ is possible.
Consider first the case $c=4 \sqrt{2}-5$. Then solving (3.5) we arrive at the equation

$$
\frac{F^{\prime}(z)}{F(z)}=\frac{\sqrt{2}}{z}+\frac{1}{z\left(D_{1}+\log (z)\right)}
$$

where $D_{1} \in[-\infty, \infty]$ is a constant. Hence for $\left|D_{1}\right|<\infty$

$$
F(z)=D_{2} z^{\sqrt{2}}\left|D_{1}+\log (z)\right|,
$$

where $D_{2}$ is a constant. Note that since $F$ is a df then necessarily $r_{F}<\infty$. Without any loss of generality we assume that $r_{F}=1$. Then, since $F(1)=1$, it follows that $D_{2}=1 /\left|D_{1}\right|$. Thus necessarily $D_{1}<0$ and writing $d=-1 / D_{1}$ we have

$$
F(z)=z^{\sqrt{2}}(1-d \log (z))
$$

Note that $0<d \leq \sqrt{2}$, since otherwise the function $F$ is not non-decreasing. The case $\left|D_{1}\right|=\infty$ allows as to write $0 \leq d \leq \sqrt{2}$. It is an elementary exercise to check that
any df of the above form satisfies (3.3), i.e. proceeding via differentiation procedure we remained within the set of solutions of our original problem.

Denoting $\alpha=1-d / \sqrt{2} \in[0,1]$, the above formula can be written as

$$
F(z)=\alpha z^{\sqrt{2}}+(1-\alpha) z^{\sqrt{2}}(1-\sqrt{2} \log (z))
$$

where $\alpha \in[0,1]$, which proves the first part of the assertion since $a=b=\sqrt{2}$ (see (3.2)).
If $c \in(4 \sqrt{2}-5,1)$ the solution of (3.5) written in terms of the density $f$ has the form

$$
f(z)=F(z) \frac{b z^{b-1}-D_{1} a z^{a-1}}{z^{b}-D_{1} z^{a}}
$$

where $a$ and $b$ are defined in (3.2) and $D_{1} \in[-\infty, \infty]$ is a constant. Therefore for $\left|D_{1}\right|<\infty$

$$
F(z)=D_{2} z^{a}\left|z^{b-a}-D_{1}\right|
$$

where $D_{2}$ is a constant. Similarly as in the previous case, we have to have $r_{F}<\infty$ and again, without loosing generality, we take $r_{F}=1$. Obviously, then we have to have $D_{1} \neq 1$ and $D_{2}=1 /\left|1-D_{1}\right|>0$ and thus

$$
F(z)=\frac{z^{a}\left|z^{b-a}-D_{1}\right|}{\left|1-D_{1}\right|}
$$

Consider first the case $D_{1} \leq 0$. Then for $d=-D_{1} \geq 0$ we have

$$
F(z)=\frac{z^{b}+d z^{a}}{1+d}=\alpha_{1} z^{b}+\left(1-\alpha_{1}\right) z^{a}
$$

with $\alpha_{1}=1 /(1+d) \in(0,1]$. The case $\left|D_{1}\right|=d=\infty$ allows to write $\alpha_{1} \in[0,1]$, and thus $F$ is a df of a mixture of beta distributions $B(a, 1)$ and $B(b, 1)$. Note that defining $\alpha$ by $(1-\alpha) b=\left(1-\alpha_{1}\right)(b-a)$ we have $\alpha \in[0,1]$ and

$$
F(z)=\alpha z^{b}+(1-\alpha) \frac{b z^{a}-a z^{b}}{b-a}=\alpha F_{1}(z)+(1-\alpha) F_{2}(z)
$$

If $D_{1}>0$ then, since $F$ is non-decreasing, we have to have $D_{1}>1$. Then

$$
F(z)=\frac{D_{1} z^{a}-z^{b}}{D_{1}-1} \quad \text { and } \quad f(z)=\frac{D_{1} a z^{a-1}-b z^{b-1}}{D_{1}-1}
$$

which is nonnegative iff $D_{1} \geq b / a>1$. Thus

$$
F(z)=\frac{D_{1} z^{a}-z^{b}}{D_{1}-1}
$$

which can be written as

$$
F(z)=\alpha F_{1}(z)+(1-\alpha) F_{2}(z)
$$

for

$$
\alpha=1-\frac{D_{1}(b-a)}{\left(D_{1}-1\right) b} \in\left[0, \frac{a}{b}\right]
$$

since $D_{1}=\infty$ is also allowed.
Again, on noting that for $a$ and $b$ defined by (3.2) one has

$$
\frac{a}{(a+1)(a+2)}=\frac{b}{(b+1)(b+2)},
$$

it is elementary to check that the above df satisfies (3.3), and thus this is the general form of the solution of our problem in the second case.

Observe that the case of uniform distribution is included in Theorem 3.1 by specifying $c=2 / 3$ (then $a=1, b=2$ ) and $\alpha=1 / 2$. Also if $\alpha>a / b$ then the mixture characterized in Theorem 3.1 can be represented as a mixture of beta $B(a, 1)$ and beta $B(b, 1)$ distributions, with new mixing coefficients $(1-\alpha) b /(b-a)$ and $(\alpha b-a) /(b-a)$, respectively.

## 4. Characterization of minima of Weibull distributions

For a sequence ( $X_{i}$ ) of iid non-negative rv's with a continuous df $F$ and $R(x)=$ $-\log (1-F(x))$ for $x \in\left(0, r_{F}\right)$ let $\left(R_{n}\right)$ denote the record sequence starting with $R_{1}=X_{1}$. Since the conditional distribution of $\left(R_{1}, \ldots, R_{n-1}\right)$ given $R_{n}=z>0$ is the same as the joint distribution of order statistics from a sample of size $n$ from the df defined by

$$
F_{z}(x)= \begin{cases}0, & x<0 \\ \frac{R(x)}{R(z)}, & x \in[0, z) \\ 1, & x \geq z\end{cases}
$$

(see for instance Lemma 4.3.3 in Arnold et al. (1998)) then it follows from (2.1) that the regression of SSS of first $n$ records on the $n$-th record has the form

$$
\begin{aligned}
& E\left[R_{1}^{2}+\sum_{k=1}^{n-1}\left(R_{k+1}-R_{k}\right)^{2} \mid R_{n}\right] \\
& \quad=\frac{2}{\left[R\left(R_{n}\right)\right]^{n-1}} \int_{0<x<y<R_{n}}\left[R(x)+R\left(R_{n}\right)-R(y)\right]^{n-1} d x d y
\end{aligned}
$$

Consider now a special case of a sequence $\left(X_{i}\right)$ of iid Weibull $W(\alpha, p)$ rv's with the df $F(x)=\left[1-\exp \left(-\alpha x^{p}\right)\right] I_{(0, \infty)}(x)$, with the parameters $\alpha, p>0$. Then $R(x)=$ $\alpha x^{p} I_{(0, \infty)}(x)$ and thus, since $\alpha$ plays a role of a scale only, immediately from the above formula and considerations of Section 2 we find out that in this case the following analogue of (2.5) holds

$$
\begin{equation*}
E\left[R_{1}^{2}+\left(R_{2}-R_{1}\right)^{2}+\cdots+\left(R_{n}-R_{n-1}\right)^{2} \mid R_{n}\right]=\alpha(p, n) R_{n}^{2} \tag{4.1}
\end{equation*}
$$

where $\alpha(p, n)$ is defined in Proposition 2.1. Taking $n=2$ we have, as in Section 2, that

$$
\begin{equation*}
E\left[\left.\frac{R_{1}^{2}+\left(R_{2}-R_{1}\right)^{2}}{R_{2}^{2}} \right\rvert\, R_{2}\right]=1-\frac{2 p}{(p+1)(p+2)} \tag{4.2}
\end{equation*}
$$

Note that for $p=1$, i.e. for the exponential distribution the constant at the right hand side of (4.2) is $2 / 3$-it was the case of uniform distribution for the SSS of the first two order statistics.

Similarly as in Section 3 we are unable to study the converse of (4.1) in full generality. Instead we are concerned only with the first two records i.e. with the question, if (4.2) describes a property which is characteristic for the Weibull (exponential) distributions. It appears that a wider family of minima of Weibull (exponential) distributions is identified by this property.

ThEOREM 4.1. Let $\left(X_{i}\right)$ be a sequence of iid rv's with a continuous df and the support $\left[0, r_{X}\right], r_{X} \leq \infty$. Assume that

$$
E\left[\left.\frac{R_{1}^{2}+\left(R_{2}-R_{1}\right)^{2}}{R_{2}^{2}} \right\rvert\, R_{2}\right]=c
$$

where $c$ is a constant.
Then $c \in[4 \sqrt{2}-5,1), r_{X}=\infty$ and

$$
X \stackrel{d}{=} \min \left\{W_{1}, W_{2}\right\}
$$

where $W_{1}$ and $W_{2}$ are independent Weibull rv's $W(\alpha, a)$ and $W(\beta, b)$, respectively, where $a$ and $b$ are defined in (3.2) and $\alpha$ and $\beta$ are some nonnegative constants, $\alpha+\beta>0$.

Proof. Exchanging the roles of $R$ and $F$ in the previous proof we arrive at the equation (3.5) with $R(z)=e^{u(z)}, v(z)=z u^{\prime}(z)$. Then, similarly as earlier, we observe that necessarily $c \in[4 \sqrt{2}-5,1)$.

Considering first the case $c=4 \sqrt{2}-5$, as in the previous proof, we see that, since $\lim _{z \rightarrow \infty} R(z)=\infty$ and $R$ is non-decreasing in $\left[0, r_{F}\right)$, we have to have $R(z)=D z^{\sqrt{2}}$, $D>0$ (only $\left|D_{1}\right|=\infty$ is admissible) and $r_{F}=\infty$. Consequently, $X_{i}$ 's are Weibull with the df

$$
F(z)=\left(1-e^{-D z^{\sqrt{2}}}\right) I_{(0, \infty)}(z)
$$

and $a=b=\sqrt{2}, \alpha=\beta=D$.
If $c \in(4 \sqrt{2}-5,1)$ then again following the previous proof we find out that

$$
R(z)=D_{2} z^{a}\left|z^{b-a}-D_{1}\right|, \quad z \in\left(0, r_{F}\right)
$$

Since $R$ is nondecreasing, necessarily $D_{1} \leq 0$ (this time the case $D_{1}>0$ is impossible) and thus $r_{F}=\infty$. Finally, we conclude that the df has the form

$$
F(z)=\left(1-e^{-\alpha z^{a}-\beta z^{b}}\right) I_{(0, \infty)}(z)
$$

which is a df of minimum of two independent Weibull $W(\alpha, a)$ and $W(\beta, b)$ random variables, where $\alpha, \beta \geq 0$ and are not zero together.

For the above $F$ on returning to $R$ one can easily check that the analogue of (3.3) is satisfied and thus $F$ gives the complete solution of our problem.

Similarly as in the previous section we observe easily that the exponential distribution is included in the statement of Theorem 4.1 by specifying $c=2 / 3$ (then $a=1$, $b=2$ ) and $\beta=0$.

## References

Ahsanullah, M. (2000). Generalized order statistics from exponential distribution, Journal of Statistical Planning and Inference, 85, 85-91.
Ahsanullah, M. and Nevzorov, V. B. (2000). Generalized spacings of order statistics from extended sample, Journal of Statistical Planning and Inference, 85, 75-83.
Arnold, B. C., Balakrishnan, N. and Nagaraja, H. N. (1998). Records, Wiley, New York.
Asadi, M., Rao, C. R. and Shanbhag, D. N. (2001). Some unified characterization results on generalized Pareto distributions, Journal of Statistical Planning and Inference, 93, 29-50.
Dembińska, A. (2001). Linearity of regression for adjacent order statistics-discrete case, Demonstratio Mathematica, 34, 711-721.
Dembińska, A. and Wesołowski, J. (2000). Linearity of regression for non-adjacent record values, Journal of Statistical Planning and Inference, 90, 195-205.
Dembińska, A. and Wesołowski, J. (2003). Constancy of regression for size-two record spacings, Pakistan Journal of Statistics, 19, 143-149.
Ferguson, T. S. (2002). On a Rao-Shanbhag characterization of the exponential/geometric distribution, Sankhy $\bar{a}, A, 64,246-255$.
Franco, M. and Ruiz, J. M. (2001). Characterizations of discrete distributions based on expectation of record values, Statistical Papers, 42, 101-110.
Greenwood, M. (1946). The statistical study of infectious diseases, Journal of the Royal Statistical Society, A, 109, 85-110.
Gupta, A. K. and Wesolowski, J. (2001). Linearity of the convex mean residual life, Journal of Statistical Planning and Inference, 99, 183-191.
Kirmani, S. N. U. A. and Alam, S. N. (1974). On goodness of fit tests based on spacings, Sankhyā, A, 36, 197-203.
Kirmani, S. N. U. A. and Wesołowski, J. (2003). Time spent below a random threshold by a Poisson driven sequence of observations, Journal of Applied Probability, 40, 807-814.
López-Blázquez, F. and Wesołowski, J. (2001). Discrete distributions for which the regression of the first record on the second is linear, Test, 10, 377-382.
López-Blázquez, F. and Wesolowski, J. (2004). Linearity of regression for the past weak and ordinary records, Statistics, $\mathbf{3 8}(6)$, 457-464.
Misra, N. and van der Meulen, E. C. (2003). On stochastic properties of $m$-spacings, Journal of Statistical Planning and Inference, 115, 683-697.
Nevzorov, V. (2001). Mathematical Theory of Records, AMS, Providence.
Raquab, M. Z. (2002). Characterizations of distributions based on the conditional expectations of record values, Statistics and Decisions, 20, 309-319.
Sukhatme, P. V. (1936). On the analysis of $k$ samples from exponential populations with special reference to the problem of random intervals, Statistical Research Memoirs, 2, 94-112.
Wesołowski, J. and Ahsanullah, M. (2001). Linearity of regression for weak records, Statistica Sinca, 11, 39-52.
Wu, J.-W. (2000). Characterization of the finite mixture of exponential distributions by conditional moments of nonadjacent record values, Journal of Japan Statistical Society, 30, 105-113.
$\mathrm{Wu}, \mathrm{J} .-\mathrm{W} .(2001 a)$. A note on characterization of finite mixture of geometric distributions by conditional expectations of order statistics, Journal of Applied Statistical Science, 10, 167-180.
Wu, J.-W. (2001b). Characterizations of generalized mixtures of geometric and exponential distributions based on upper records, Statistical Papers, 42, 123-133.
$\mathrm{Wu}, \mathrm{J} .-\mathrm{W}$. and Lee, W.-C. (2001). On the characterization of generalized extreme value, power function, generalized Pareto and classical Pareto distributions by conditional expectation of record values, Statistical Papers, 42, 225-242.

