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Abstract

López-Blázquez and Weso lowski [6] introduced the top-k-lists sequence of random
vectors and elaborated the usefulness of such data. They also developed the distribution
of top-k-lists and their properties arising from various probability distributions, such as
standard exponential distribution and uniform distribution on (0, 1). In this paper, we
study the linearity of regressions inside top-k-lists and then based on this study we present
characterizations of certain distributions.

1. Introduction

First, we introduce notation and recall some basic results about order
statistics (see e.g. David and Nagaraja [4]) and kth records (see e.g. Ahsanul-
lah [1] or Arnold et al. [2]). Given a list of k real numbers, x1, x2, . . . , xk, they
can be arranged in an increasing order to obtain x1:n 5 x2:n 5 . . . 5 xk:k.
Then we define

ord (x1, x2, . . . , xk) = (x1:k, x2:k, . . . , xk:k).

If F is a cumulative distribution function (cdf), the quantile function
of F is

QF (u) = inf
{
x : F (x) = u

}
, for u ∈ (0, 1].
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Let Xi:k, i = 1, 2, . . . , k be order statistics of a sample X1,X2, . . . ,Xk of
independent and identically distributed (iid) random variables (rv’s) with an
absolutely continuous cdf F and corresponding probability density function
(pdf) f . Consider the kth record times defined recurrently as

T
(k)
0 = k,

T
(k)
n+1 = min{j : j > T (k)

n and Xj > X
T

(k)
n −k+1:T

(k)
n
}, n = 0,

then the rv R
(k)
n = X

T
(k)
n −k+1:T

(k)
n

, n = 0 is the nth kth record from the se-

quence (Xi)i=1. The pdf of R
(k)
n is

(1.1) f
R

(k)
n

(x) =
kn+1

n!
[− ln

(
1 − F (x)

)
]
n(

1 − F (x)
)k−1

f(x),

for x ∈
(
QF (0+), QF (1)

)
.

A new concept of top-k-lists that was introduced by López-Blázquez and
Weso lowski [6] is given in the following definition.

Definition 1.1. Let (Xi)i=1 be a sequence of iid rv’s with a common

cdf F . Then nth top-k-list from (Xi)i=1 is defined as follows:

(1.2) L(k)
n = (Y1,n, Y2,n, . . . , Yk,n), n = 0,

where Yj,n = X
T

(k)
n −k+j:T

(k)
n

, j = 1, 2, . . . , k, n = 0, 1, . . . .

Note that Y1,n = R
(k)
n . The index i of the sequence (Xi)i=1 in the Def-

inition 1.1 can be viewed as a discrete time. The evolution of the list is as
follows. At time k, the 0th top-k-list L

(k)
0 = (X1:k, X2:k, . . . , Xk:k) is avail-

able. The list remains unaltered until time T
(k)
1 . At this moment, the first

element of the list L
(k)
0 is removed and the rv X

T
(k)
1

enters the list. Then

L
(k)
1 = ord (XT

(k)
1

, X2:k, . . . , Xk:k). From now on the process behaves in a

similar way: an (n− 1)th top-k-list L
(k)
n−1 remains unaltered until the nth kth

record time T
(k)
n occurs and then

(1.3) L(k)
n = ord (XT

(k)
n

, Y2,n−1, . . . , Yk,n−1), n = 1.

Note that the model of top-k-lists covers at least three important models for
ordered statistical data:
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• Order statistics as the 0th top-k-list L
(k)
0 .

• Records as the sequence (L(1)
n ).

• kth records as the sequence of the first components of L
(k)
n ’s.

For an absolutely continuous cdf F with a pdf f , the pdf of the ran-

dom vector L
(k)
n was obtained by López-Blázquez and Weso lowski [6] in the

context of the following theorem, which is given here for the sake of com-
pleteness.

Theorem 1.2 (Theorem 2 of López-Blázquez and Weso lowski [6]). For

any w ∈
(
QF (0+),QF (1)

)
, let Z

(w)
1 , Z

(w)
2 , . . . , Z

(w)
k be iid rv’s from the trun-

cated pdf

(1.4) fw(z) =
f(z)

1 − F (w)
, z = w.

Then
(a) For all n = 1, the rv X

T
(k)
n

and the vector
(
Y2,n−1, Y3,n−1, . . . , Yk,n−1

)
are conditionally independent given Y1,n−1. Moreover

(1.5) (XT
(k)
n

| Y1,n−1 = w) d
= Z

(w)
1 .

(b) For all n = 0,

(1.6)
(
Y2,n, Y3,n, . . . , Yk,n | Y1,n = w

) d
= ord (Z(w)

2 , Z
(w)
3 , . . . , Z

(w)
k ).

(c) The pdf of L
(k)
n is

(1.7) f
L
(k)
n

(y1, y2, . . . , yk) =
knk!

n!
[− ln

(
1 − F (y1)

)
]
n

k∏
j=1

f(yj),

for QF (0+) < y1 < y2 < · · · < yk < QF (1).

As we mentioned earlier, the marginal pdf of Y1,n which is the nth kth

record is given by (1.1).
The following representations for conditional distribution, which are con-

sequences of (1.6), will also be used in the next section:

(1.8) (Yr,n | Y1,n = w)
d
= Z

(w)
r−1:k−1.
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Similarly, for any 1 < r < s 5 k we have

(1.9)
(

(Yr,n, Ys,n) | Y1,n = w
) d

= (Z(w)
r−1:k−1, Z

(w)
s−1:k−1).

Note that, due to the well-known conditional property of order statistics (see
for instance Theorem 2.5 in David and Nagaraja [4]) the following further
useful representations follow from (1.8) and (1.9) respectively

(1.10) (Yr,n | Y1,n)
d
= Xr:k | X1:k

and

(1.11) (Yr,n, Ys,n) | Y1,n
d
= (Xr:k, Xs:k) | X1:k.

Throughout the paper when we talk about conditional moments, we tac-
itly assume that they do exist.

In Section 2 (below) we establish certain properties of the elements of
top-k-lists. Then in Section 3 we study characterizations of certain distribu-
tions based on the results derived in Section 2.

2. Results

We start with the following proposition:

Proposition 2.1. (i) The marginal pdf of Yr,n for any r ∈ {2, 3, . . . , k}
has the form

(2.1) fYr,n(x) =
knk!f(x)

[
1 − F (x)

]k−r

n!(r − 2)!(k − r)!
Hr(x),

where

Hr(x) =

u∫
−∞

[
F (x) − F (t)

] r−2[− ln
(

1 − F (t)
)
]
n
f(t) dt.

(ii) The bivariate marginal pdf of (Yr,n, Ys,n) for any r, s ∈ {2, 3, . . . , k},
r < s has the form

fYr,n ,Ys,n (x, y) =
knk!

[
F (y) − F (x)

] s−r−1[
1 − F (y)

]k−s

n!(r − 2)!(s− r − 1)!(k − s)!
(2.2)

× f(x)f(y)Hr(x)I(−∞,y)(x),
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and for any r ∈ {2, 3, . . . , k} it is

fY1,n,Yr,n(x, y) =
knk!

[
1 − F (y)

]k−r[
F (y) − F (x)

] r−2

n!(r − 2)!(k − r)!
(2.3)

× [− ln
(

1 − F (x)
)
]
n
f(x)f(y)I(−∞,y)(x),

where I(−∞,y)(x) is the indicator function.

Proof. (i) We rely on representation (1.10). Therefore, using the well-
known formula for the marginal pdf of order statistics and (1.7) we obtain

fYr,n(x) =

x∫
−∞

fXr:k|X1:k=w(x|w)fY1,n(w) dw

=

x∫
−∞

(k − 1)!

(r − 2)!(k − r)!

[
F (x) − F (w)

] r−2
f(x)

[
1 − F (x)

]k−r[
1 − F (w)

]k−1

× kn+1

n!
[− ln

(
1 − F (w)

)
]
n[

1 − F (w)
]k−1

f(w) dw

=
knk!

n!(r − 2)!(k − r)!
f(x)

[
1 − F (x)

]k−r

x∫
−∞

[
F (x) − F (w)

] r−2

× [− ln
(

1 − F (w)
)
]
n
f(w) dw,

which proves (2.1).
(ii) First we note that the integrand in the last formula is the pdf of

(Y1,n, Yr,n), thus the formula (2.3) is proved.
Now we use the representation (1.9). Due to the formula for the pdf of

a bivariate marginal of order statistics we obtain

fYr,n,Ys,n(x, y) =

x∫
−∞

f
Z

(w)
r−1:k−1,Z

(w)
s−1:k−1

(x, y)fY1,n(w) dw

=

x∫
−∞

(k − 1)!

(r − 2)!(s− r − 1)!(k − s)!
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×
[
F (x) − F (w)

] r−2
f(x)

[
F (y) − F (x)

] s−r−1
f(y)

[
1 − F (y)

]k−s[
1 − F (w)

]k−1

× kn+1

n!
[− ln

(
1 − F (w)

)
]
n[

1 − F (w)
]k−1

f(w) dw.

Cancelling the term
[
1 − F (w)

]k−1
we arrive at (2.2). �

Now we will establish the Markov property for elements of top-k-lists.

Proposition 2.2. For any n = 1 and for any r, s ∈ {1, 2, . . . , k}, such
that r < s the conditional distribution Ys,n | Yr,n, Yr−1,n, . . . , Y1,n is the same
as the conditional distribution Ys,n | Yr,n.

Proof. It suffices to prove the result for s = r + 1. Note that the con-
ditional pdf of Yr+1,n given Yr,n, Yr−1,n, . . . , Y1,n has the form

fYr+1,n|Yr,n=yr,...,Y1,n=y1(yr+1)

=
fY1,n,Y2,n,...,Yr+1,n(y1, y2, . . . , yr+1)

fY1,n,Y2,n,...,Yr,n(y1, y2, . . . , yr)
.

Therefore through (1.7), upon cancellations we get that this is equal to

f(yr+1)
∫
yr+1<xr+2<···<xk

∏k
j=r+2 f(xj) dxr+2 . . . dxk∫

yr<xr+1<···<xk

∏k
j=r+1 f(xj) dxr+1 . . . dxk

.

Since the above expression is a function of yr and yr+1 only, we conclude
that it equals f Yr+1,n|Yr,n=yr (yr+1) which completes the proof. �

Corollary 2.3. The following representation is given for the condi-
tional distribution Ys,n | Yr,n for any n = 1 and for any r, s ∈ {1, 2, . . . , k},
r < s

(2.4) Ys,n | Yr,n
d
= Xs:k | Xr:k.

Proof. By the Markov property established in Proposition 2.2, we have

fYs,n|Yr,n=yr(ys) = fYs,n|Yr,n=yr, Y1,n=y1(yr)

=
fY1,n,Yr,n,Ys,n(y1, yr, ys)

fY1,n,Yr,n(y1, yr)
=

fYr,n,Ys,n|Y1,n=y1(yr, ys)

fYr,n|Y1,n=y1(yr)
.



442 M. AHSANULLAH, G. G. HAMEDANI and J. WESO LOWSKI

Due to the representations (1.10) and (1.11), we have

fYs,n|Yr,n=yr(ys) =
fXr:k,Xs:k|X1:k=y1(yr, ys)

fXr:k|X1:k=y1(yr)

=
fX1:k,Xr:k,Xs:k

(y1, yr, ys)

fX1:k,Xr:k
(y1, yr)

= fXs:k|Xr:k=yr, X1:k=y1(ys).

Now the result follows through the Markov property for order statistics (see
David and Nagaraja [4, page 17]). �

3. Characterizations

The first two characterizations presented below are based on the linearity
of regression inside components of top-k-lists. The next two characteriza-
tions will be in terms of conditional distribution and conditional moments of
spacings of the components of top-k-lists respectively. In the proofs below
we will use known characterizations based on linearity of regressions for clas-
sical order statistics. We refer interested readers to Bieniek and Szynal [3]
where these characterizations where extended to generalized order statistics.

Proposition 3.1. Assume that

(3.1) E(Ys,n | Yr,n) = aYr,n + b for 1 5 r < s 5 k.

Then only the following three cases are possible:

1. a = 1 and Xi has an exponential distribution,

2. a > 1 and Xi has a Pareto distribution,

3. a < 1 and Xi has a power function distribution.

Proof. In view of Corollary 2.3, we see that for r = 1 the condition of
linearity (3.1) is equivalent to

E(Xs:k | Xr:k) = aXr:k + b.

Now the result follows from Dembińska and Weso lowski [5]. �

Remark 3.2. The analysis of regression condition in the opposite direc-
tion (i.e. r > s), in general case, seems much harder. Here we present the
following special case.
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Proposition 3.3. Assume that

(3.2) E(Y1,n | Y2,n) = aY2,n + b.

Then the same three cases 1.–3. are the only possibilities for the distribution
of the nth record Rn of the original sequence.

Proof. By Proposition 2.1 for r = 1 and s = 2 we obtain the following
formula for the conditional pdf of Y1,n given Y2,n

(3.3) fY1,n|Y2,n
(x|y) =

[− ln
(

1 − F (x)
)
]
n
f(x)∫ y

−∞ [− ln
(

1 − F (w)
)
]
n
f(w) dw

I(−∞,y](x).

Note that, the pdf g of the nth record (putting k = 1 in (1.2)) has the form

g(x) =
[− ln

(
1 − F (x)

)
]
n
f(x)

n!
.

Therefore, using (3.3), the linearity of regression can be written as

y∫
−∞

xg(x) dx = (ay + b)G(y),

where G is the cdf of Rn. Now, through the standard technique using dif-
ferentiation we arrive at the desired result. �

Remark 3.4. In the case of r > 2 the condition of linearity of regression

E(Y1,n | Yr,n) = aYr,n + b

leads through (2.3) and (2.1) to the following integral equation

y∫
−∞

x
[
F (y) − F (x)

] r−2[− ln
(

1 − F (x)
)
]
n
f(x) dx

= (ay + b)

y∫
−∞

[
F (y) − F (x)

] r−2 × [− ln
(

1 − F (x)
)
]
n
f(x) dx.

The solution seems to be difficult even in the case of r = 3. In general, that
is in the case of 1 < r < s < k the characterization of the parent law based
on

E(Yr,n | Ys,n) = aYs,n + b

seems to be very difficult.
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Proposition 3.5. Let (Xi)i=1 be a sequence of iid non-negative rv’s

with cdf F and F (0) = 0, F (x) < 1 for all x > 0. If for a fixed r, 1 5 r < k,
Yr+1,n − Yr,n and Yr,n are independent, then Xi ∼ E(λ).

Proof. The independence of Yr+1,n − Yr,n and Yr,n implies

{(k − r)
[
1 − F (z + x)

]k−r−1
f(z + x)}

[
1 − F (x)

]−k+r
= Cz,

where Cz is independent of x.
Integrating the above expression with respect to z from z0 to ∞, we

obtain [
1 − F (z0 + x)

]k−r[
1 − F (x)

]−k+r
= bz0 ,

where bz0 =
∫∞
z0

Cz dz. Letting x → 0, we get bz0 =
[
1 − F (z0)

]k−r
. Thus[

1 − F (z0 + x)
]k−r

=
[
1 − F (x)

]k−r[
1 − F (z0)

]k−r
,

for all x, z0 = 0 and k > r > 0. The solution of the last equation above is

1 − F (x) = e−λx, x > 0 and some λ > 0. �
If F is cdf of a non-negative rv, we will call F “new better than used

(NBU)” if

1 − F (x + y) 5
[
1 − F (x)

][
1 − F (y)

]
, x, y = 0.

F is called “new worse than used (NWU)” if the above inequality is reversed.
We say that F ∈ C if F is either NBU or NWU.

Proposition 3.6. Let (Xi)i=1 be a sequence of iid non-negative rv’s

with cdf F and F (0) = 0, F (x) < 1 for all x > 0. If F ∈ C and

(3.4) E
[
(Yr+1,n − Yr,n)m | Yr,n = x

]
= bm,

where bm is independent of x, then Xi has an exponential distribution.

Proof. From (3.4) we obtain

∞∫
0

zm(k − r)

[(
1 − F (z + x)

)
1 − F (x)

]k−r−1
f(z + x)

1 − F (x)
dz = bm,

i.e.,

∞∫
0

zm(k − r)
[
1 − F (z + x)

]k−r−1
f(z + x) dz = bm

[
1 − F (x)

]k−r
,
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and after simplification, we arrive at

∞∫
0

mzm
[
1 − F (z + x)

]k−r
dz = bm

[
1 − F (x)

]k−r
.

Letting x → 0 in the last equality we obtain

∞∫
0

mzm−1
[
1 − F (z)

]k−r
dz = bm.

Hence we can write

(3.5)

∞∫
0

mzm−1[
(

1−F (z + x)
)k−r −

(
1−F (z)

)k−r(
1−F (x)

)k−r]dz = 0.

Since F ∈ C, we must have

(3.6)
[
1 − F (z + x)

]k−r −
[
1 − F (z)

]k−r[
1 − F (x)

]k−r
= 0,

for all x > 0 and almost all z > 0. The solution of (3.6) is F (x) = 1 − e−λx,
λ > 0 and x = 0.

Remark 3.7. It can be shown that bm = 1
Γ(m−1)[(k−r)λ]

m .
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