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O2UCT • Extensive Form Game • Good scalability • General sum • Anytime method
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Algorithm 1: Node adjustment with momentum
Data: prob ∈ [0, 1]M – a vector of probabilities, mom ∈ RM – a momentum vector,

w ∈ R – a momentum normalization factor, as ∈ RM – an assessments
vector. All vectors contain values for the i-th move at their i-th position.

1 mom← mom + as;
2 w ← w + L1(as);
3 prob ← max{prob +mom/w , 0}// independent max at each position

4 prob ← normal izeOrEqualprob// Normalize vector values so their sum

is 1 or, as a fallback, assign equal probability at each position

in case all positions equal 0

Benchmark games

Warehouse games

0: A(0.49)
D(0.51)

7: A(0.49)
D(0.51)

1:
A(0.45,0.66)
D(0.53,0.35)

5: A(0.49)
D(0.51)

8: A(0.49)
D(0.51)

11: A(0.49)
D(0.51)

2:
A(0.45,0.55)
D(0.53,0.4)

4: A(0.49)
D(0.51)

3: A(0.49)
D(0.51)

6: A(0.49)
D(0.51)

9: A(0.49)
D(0.51)

10: A(0.49)
D(0.51)

14: A(0.49)
D(0.51)

12: A(0.49)
D(0.51)

13: A(0.49)
D(0.51)

15: A(0.49)
D(0.51)
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Search games
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Conclusions

• Better scalability than exact methods
• Small payoff difference from exact methods
• Low memory requirements
• Generic method
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