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Supplement contains proofs and examples. We provide proofs of Theo-
rems 1, 5, 6 along with a background on representation theory that is needed
to understand proofs. Moreover, we present proofs of Proposition 7 and The-
orems 8 and 9, an example to Section 2.3, proof of Lemma 13 and the real
data example considered inMiller et al. (2005) andHøjsgaard and Lauritzen
(2008).

In this document, references to equations are sometimes to the main file and sometimes to
this supplementary file. For the reader’s convenience we put a subindex( )mf to equation,
section and theorem numbers referring to the main file.

1. Basics of representation theory over reals. Representation theory has long been
known to be very useful in statistics, cf.Diaconis(1988). However, the representation theory
overR that we need in our work, is less known to the statisticians than the standard one over
C (see Subsection2.3 for a contrast between the theories overR andC). In this section we
recall some basic notions and results of the representation theory of groups over the reals. We
intend to introduce the reader with all background needed to understand proofs of Theorem
1mf as well as Theorems 5mf and 6mf . For further details, the reader is referred toSerre
(1977).

For a real vector spaceV , we denote byGL(V ) the group of linear automorphisms onV .
Let G be a finite group.

DEFINITION 1. A functionρ : G → GL(V ) is called a representation ofG overR if it is
a homomorphism, that is

ρ(g g′) = ρ(g)ρ(g′) (g, g′ ∈ G).

The vector spaceV is called the representation space ofρ.

If dimV = n, taking a basis{v1, . . . , vn} of V , we can identifyGL(V ) with the group
GL(n;R) of all n × n non-singular real matrices. Then a representationρ : G → GL(V )
corresponds to a group homomorphismB : G → GL(n;R) for which

(1) ρ(g)vj =
n∑

i=1

Bij(g)vi.

We callB the matrix expression ofρ with respect to the basis{v1, . . . , vn}.
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DEFINITION 2. A linear subspaceW ⊂ V is said to beG-invariant if

ρ(g)w ∈ W (w ∈ W, g ∈ G).

A representationρ is said to be irreducible if the onlyG-invariant subspaces are non-proper,
that is, wholeV and{0}. A restriction ofρ to aG-invariant subspaceW is a subrepresen-
tation. Two representations,ρ : G → GL(V ) andρ′ : G → GL(V ′) are equivalent if there
exists an isomorphism of vector spaces` : V 7→ V ′ with

`(ρ(g)v) = ρ′(g)`(v) (v ∈ V, g ∈ G).

We note that a group homomorphismB : G → GL(n;R) defines a representation ofG
on Rn naturally. We see thatB is a matrix expression of a representation(ρ,V ) if and
only if B and ρ are equivalent via the map̀: Rn 3 (xi)n

i=1 7→
∑n

i=1 xivi ∈ V , that is,
`(B(g)x) = ρ(g)`(x) for x ∈ Rn. Here{v1, . . . , vn} denotes a fixed basis ofV . Therefore,
two representations(ρ,V ) and(ρ′, V ′) are equivalent if and only if they have the same ma-
trix expressions with respect to appropriately chosen bases. We shall writeρ ∼ B if ρ has a
matrix expressionB with respect to some basis.

Let (ρ,V ) be a representation ofG, andB : G → GL(n;R) be a matrix expression of
ρ with respect to a basis{v1, . . . , vn} of V . Then it is known that the functionχρ : G 3
g 7→ TrB(g) =

∑n
i=1 Bii(g) ∈R is independent of the choice of the basis{v1, . . . , vn}. The

function χρ is called a character of the representationρ. The functionχρ characterizes the
representationρ in the following sense.

LEMMA 1. Two representations(ρ,V ) and (ρ′, V ′) of a groupG are equivalent if and
only if χρ = χρ′ .

We apply this lemma in practice to know whether two given representations are equivalent
or not.

It is known that, for a finite groupG, the setΛ(G) of equivalence classes of irreducible
representations ofG is a finite set. We fix the group homomorphismsBα : G → GL(kα;R),
α ∈ A, indexed by a finite setA so thatΛ(G) = { [Bα] ; α ∈ A}, where[Bα] denotes the
equivalence class ofBα.

Let (ρ,V ) be a representation ofG. Then there exists aG-invariant inner product onV .
In fact, from any inner product〈∙, ∙〉0 on V , one can define such an invariant inner product
〈∙, ∙〉 by 〈v, v′〉 :=

∑
g∈G〈ρ(g)v, ρ(g)v′〉0 for v, v′ ∈ V . In what follows, we fix aG-invariant

inner product onV .
If W is a G-invariant subspace, the orthogonal complementW⊥ is also aG-invariant

subspace. Thus, any representationρ can be decomposed into a finite number of irreducible
subrepresentations

ρ = ρ1 ⊕ . . .⊕ ρK(2)

along the orthogonal decompositionV = V1⊕∙ ∙ ∙⊕VK , whereρi is the restriction ofρ to the
G-invariant subspaceVi, i = 1, . . . ,K . Let rα be the number of subrepresentationsρi such
thatρi ∼ Bα. Although the irreducible decomposition (2) of V is not unique in general,rα

is uniquely determined. We have

ρ ∼
⊕

rα>0

B⊕rα
α ,(3)

where
∑

rα>0
rα = K. To see this, letV (Bα) be the direct sum of subspacesVi for whichρi ∼

Bα. The spaceV (Bα) is called theBα-component ofV . If rα > 0, gathering an appropriate
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basis of eachVi, the matrix expression of the subrepresentation ofρ on V (Bα) becomes
(recall thatBα(g) ∈ GL(kα;R))

Bα(g)⊕rα =








Bα(g)
Bα(g)

...
Bα(g)








= Irα
⊗Bα(g) ∈ GL(rαkα;R) (g ∈ G).

Moreover,V is decomposed asV =
⊕

rα>0 V (Bα). Therefore, taking a basis ofV by gath-
ering the bases ofV (Bα), we obtain (3).

2. The proof of Theorem 1mf . In this section we apply general results on representa-
tion theory from previous section to the mappingσ 7→ R(σ) defined in(3)mf .

Let Γ be a subgroup of the symmetric groupSp. By definition, we haveR : Γ → GL(p;R)
andR(σ ◦ σ′) = R(σ) ∙R(σ′) for all σ,σ′ ∈ Γ. Thus,R is a representation ofΓ overR.

We will show, in this section, that forR, as for all representations of a finite group, through
an appropriate change of basis, matricesR(σ), σ ∈ Γ, can be simultaneously written as block
diagonal matrices with the number and dimensions of these block matrices being the same
for all σ ∈ Γ. This, in turn, will imply that any matrix inZΓ can be written under the form
described by Theorem 1mf . For readerâ̆AŹs convenience we repeat its statement below.

THEOREM 1. Fix a permutation subgroupΓ ⊂Sp. Then, there exist constantsL ∈ N,
(ki, di, ri)L

i=1 and orthogonal matrixUΓ such that ifX ∈ZΓ, i.e.X ∈ Sym(p;R) and

Xij = Xσ(i)σ(j) (σ ∈ Γ, i, j ∈ {1, . . . , p}),

then

(4) X = UΓ ∙








MK1(x1)⊗ Ik1/d1

MK2(x2)⊗ Ik2/d2

...
MKL

(xL)⊗ IkL/dL








∙U>
Γ ,

whereMKi
(xi) is a real matrix representation of anri × ri Hermitian matrixxi with entries

in Ki = R,C or H, i = 1, . . . ,L, andA ⊗ B denotes the Kronecker product of matricesA
andB.

2.1. Irreducible decomposition of representationR. Regardingρ(σ) = R(σ) ∈ GL(Rp)
as an operator onV = Rp via the standard basisvi = ei ∈ Rp, i = 1, . . . , p, we see that (1)
holds trivially withB = R.

We will apply (3) to G = Γ ⊂ Sp and (ρ,V ) = (R,Rp). If we let {α ∈ A ; rα > 0} =:
{α1, α2, . . . , αL} and if we denote byUΓ an orthogonal matrix whose column vectors form
orthonormal bases ofV (Bα1), . . . , V (BαL

) successively, then forσ ∈ Γ, we have

(5) U>
Γ ∙R(σ) ∙UΓ =








Ir1 ⊗Bα1(σ)
Ir2 ⊗Bα2(σ)

...
IrL

⊗BαL
(σ)








.

Note that, since the left hand side of (5) is an orthogonal matrix, matricesBα(σ), α ∈ A, are
orthogonal. In the general case,Bα(g) are orthogonal if we work with aG-invariant inner
product. Note that the usual inner product onV =Rp is clearlyΓ-invariant.

Example below gives an illustration of the representationR and also an illustration of all
the notions and results we already stated.
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EXAMPLE 3. Let p = 4 and letΓ = {id, (1,2)(3,4)} be the subgroup ofS4 generated
by σ = (1,2)(3,4). The matrix representation ofσ in the standard basis(ei)i of R4 is

R(σ) =







0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0





 ,

which has the two eigenvalues1 and−1 with multiplicity 2 for each. We choose the following
orthonormal eigenvectors ofR(σ):

u1 =
1
√

2
(e1 + e2), u2 =

1
√

2
(e3 + e4), u3 =

1
√

2
(e1 − e2), u4 =

1
√

2
(e3 − e4)

and letUΓ = (u1, u2, u3, u4). The corresponding eigenspacesVi = Rui are invariant under
R(σ) andR(id) = I4. As Vi, i = 1, . . . , 4, are 1-dimensional, the subrepresentations defined
by

ρi(γ) = R(γ)|Vi
(γ ∈ Γ)

are irreducible. We have the decomposition (2) of R:

R = ρ1 ⊕ ρ2 ⊕ ρ3 ⊕ ρ4.

The matrix expressions ofρ1 andρ2 are equal toB1(γ) = (1) for all γ ∈ Γ, sinceρi(γ)v = v
for v ∈ Vi, i = 1,2. We haver1 = 2.

The matrix expressions ofρ3 andρ4 are both equal toB2(γ) = sign(γ) for all γ ∈ Γ, since
ρi(id)v = v andρi(σ)v = −v for v ∈ Vi for i = 3,4. We haver2 = 2.

The representationsρ1 andρ3 are not equivalent, which can be seen by looking at the
characters:χρ1 = 1, χρ3(γ) = sign(γ), which are not equal.

In the basisu1, u2, u3, u4, the matrix ofR(γ) is (compare with (5))






1 0 0 0
0 1 0 0
0 0 sign(γ) 0
0 0 0 sign(γ)





= B1(γ)⊕2 ⊕B2(γ)⊕2 = U>

Γ ∙R(γ) ∙UΓ.

This is the decomposition (3) of R in the basis(u1, u2, u3, u4).

2.2. Block diagonal decomposition ofZΓ. So far, we have shown that through an appro-
priate change of basis, the representation(R,Rp) of Γ can be expressed as the direct sum (3)
of irreducible subrepresentations. We now want to turn our attention to the elements ofZΓ.

A linear operatorT : V → V is said to be an intertwining operator of the representation
(ρ,V ) if T ◦ρ(g) = ρ(g) ◦T holds for allg ∈ G. In our context, since(4)mf can be rewritten
as

ZΓ = {x ∈ Sym(p;R) ; x ∙R(σ) = R(σ) ∙ x for all σ ∈ Γ} ,(6)

ZΓ is the set of symmetric intertwining operators of the representation(R,Rp).
Let EndΓ(Rp) denote the set of all intertwining operators of the representation(R,Rp)

of Γ. Recall that the setA enumerates the elements ofΛ(Γ), the finite set of all equiva-
lence classes of irreducible representations ofΓ. From (3) and (5), it is clear that to study
EndΓ(Rp), it is sufficient to study the sets,

EndΓ(Vα) = {T ∈ Mat(kα, kα;R) ; T ∙Bα(σ) = Bα(σ) ∙ T for all σ ∈ Γ} ,
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α ∈ A, of all intertwining operators of the irreducible representationBα, whereVα := Rkα

is the representation space ofBα equipped with aΓ-invariant inner product. Indeed, we have
V (Bα) = Irα

⊗ Vα.
The actual formula forBα(σ) obviously depends on the choice ofUΓ and hence, on the

choice of orthonormal basis ofRp. To ensure simplicity of formulation of our next result
(Lemma2), we will work with special orthonormal bases ofV (Bα1), . . . , V (BαL

), which
together constitute a basis ofRp. Such bases always exist and will be defined in the next
section. Usage of these bases is not indispensable for the proof of Theorem1, but simplifies
it greatly.

The result from (Serre, 1977, Page 108) implies that, since the representationBα is ir-
reducible, the spaceEndΓ(Vα) is isomorphic either toR, C, or the quaternion algebraH.
Let

fα : Kα → EndΓ(Vα),

denote this isomorphism, whereKα isR, C, orH. Let

dα := dimREndΓ(Vα) = dimR Kα ∈ {1,2,4}.

The representation spaceVα becomes a vector space overKα of dimensionkα/dα via

q ∙ v := fα(q)v (q ∈Kα, v ∈ Vα).

Clearly the spaceRIkα
of scalar matrices is contained inEndΓ(Vα). If dα = 1 = dimRRIkα

,
we haveEndΓ(Vα) =RIkα

. Further, ifdα = 2, take aC-basis{v1, . . . , vkα/2} of Vα in such a
way that{v1, . . . , vkα/2, i ∙v1, . . . , i ∙vkα/2} is an orthonormalR-basis ofVα. We identifyRkα

andVα via thisR-basis. Then, the action ofq = a + bi ∈C onw ∈Rkα ' Vα is expressed as

q ∙w =

(
aIkα/2 −bIkα/2

bIkα/2 aIkα/2

)

w =
{
MC(a + bi)⊗ Ikα/2

}
w.

Thus, ifdα = 2, then

EndΓ(Vα) =
{

MC(q)⊗ Ikα/2 ; q ∈C
}

= MC(C)⊗ Ikα/2.

Similarly, whenKα =H, take anH-basis{v1, . . . , vkα/4} of Vα so that

{v1, . . . , vkα/4, i ∙ v1, . . . , i ∙ vkα/4, j ∙ v1, . . . , j ∙ vkα/4, k ∙ v1, . . . , k ∙ vkα/4}

is an orthonormalR-basis ofVα. The action ofQ ∈H onVα is expressed asMH(Q)⊗ Ikα/4

with respect to this basis.
In this way we have proved the following result.

LEMMA 2. For eachα ∈ A, one has

EndΓ(Vα) = MKα
(Kα)⊗ Ikα/dα

.(7)

For the proof of Theorem1, we will need the following result.

LEMMA 3. Let i, j = 1,2, . . . ,L, and assume thatY ∈ Mat(riki, rjkj ;R) satisfies the
condition

(8) [Iri
⊗Bi(σ)] ∙ Y = Y ∙ [Irj

⊗Bj(σ)] (σ ∈ Γ).

If i = j, then there existsC ∈ Mat(ri, ri;Ki) such thatY = MKi
(C) ⊗ Iki/di

. On the other
hand, ifi 6= j, thenY = 0.
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PROOF. Let us consider a block decomposition ofY as

Y =








Y11 Y12 . . . Y1,rj

Y21 Y22 . . . Y2,rj

...
...

...
...

Yri,1 Yri,2 . . . Yri,rj








,

where eachYab is aki × kj matrix. Then (8) implies that

(9) Bi(σ) ∙ Yab = Yab ∙Bj(σ) (σ ∈ Γ)

for all a, b. If i = j, then Yab ∈ EndΓ(Rki), so that there existsCab ∈ Ki for which
Yab = MKi

(Cab) ⊗ Iki/di
thanks to Lemma2. Let us consider the casei 6= j. Eq. (9) tells

us thatKerYab ⊂ Rkj is a Γ-invariant subspace, which then equals{0} or Rkj because
of the irreducibility ofBj . Similarly, sinceImageYab ⊂ Rki is a Γ-invariant subspace by
(9), ImageYab equals{0} or Rki . Now suppose thatYab 6= 0. Then KerYab = {0} and
ImageYab = Rki by the argument above, and it means thatYab induces an isomorphism
from (Bj ,Rkj ) onto (Bi,Rki). But this contradicts the fact that the representationsBi and
Bj are not equivalent fori 6= j. Hence we getYab = 0.

PROOF OFTHEOREM 1. Takey ∈ U>
Γ ∙ ZΓ ∙UΓ and consider the block decomposition of

y as

y =








Y11 Y12 . . . Y1L

Y21 Y22 . . . Y2L
...

...
...

...
YL1 YL2 ∙ ∙ ∙ YLL








with Yij ∈ Mat(riki, rjkj ;R). Thenx := UΓ ∙ y ∙U>
Γ belongs toZΓ, so that (6) implies

R(σ) ∙UΓ ∙ y ∙U>
Γ ∙R(σ)> = UΓ ∙ y ∙U>

Γ

for σ ∈ Γ, and this equality is rewritten as

[U>
Γ ∙R(σ) ∙UΓ] ∙ y = y ∙ [U>

Γ ∙R(σ) ∙UΓ].

By (5), we have

[Iri
⊗Bi(σ)] ∙ Yij = Yij ∙ [Irj

⊗Bj(σ)].

Lemma3 tells us thatYij = 0 if i 6= j, and thatYii = MKi
(xi) ⊗ Iki/di

with somexi ∈
Mat(ri, ri;Ki). Sincey is a symmetric matrix, the blockYii is also symmetric, which im-
plies thatxi ∈ Herm(ri;Ki). Actually, the mapι :

⊕L
i=1 Herm(ri;Ki) 3 (xi)L

i=1 7→ X ∈ZΓ

given by (4) gives a Jordan algebraisomorphism.

2.3. A comparison to the representation theory over the complex number field.Theorem
1 has a much simpler counterpart in the representation theory overC, which we state in a
spirit of Shah and Chandrasekaran(2012) andShah and Chandrasekaran(2013). Let Γ be
a subgroup ofSp. We regard the natural representationR of Γ as a complex representa-
tion R : Γ → GL(p;C). Assume thatR is decomposed asR ∼

⊕K
k=1 ϑ⊕sk

k , whereϑk : Γ →
GL(mk;C), k = 1, . . . ,K , are mutually inequivalent irreducible complex representations.
Let WC

Γ be the vector space consisting ofA ∈ Mat(p, p;C) such thatA ∙ R(σ) = R(σ) ∙ A
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for all σ ∈ Γ. Then there exists a unitaryp× p matrixTΓ for which all the matricesA ∈ WC
Γ

are simultaneously diagonalized as

(10) T ∗
Γ ∙A ∙ TΓ =








a1 ⊗ Im1

a2 ⊗ Im2

...
aK ⊗ ImK








,
ak ∈ Mat(sk,C),
k = 1, . . . ,K.

Precisely, the diagonal blocks in the right-hand side are of the formImk
⊗ ak in Shah and

Chandrasekaran(2013), but the difference can be made up by an appropriate permutation
of the columns ofTΓ. Clearly the constants(mk, sk)k correspond to our structure constants
(ki, ri)i, while we can consider that a complex counterpart fordi takes always the value1.
SinceTΓ is a unitary matrix, we see that ifA is Hermitian, then the corresponding matrices
ak, k = 1, . . . ,K , are also Hermitian. This fact together with (10) is efficiently utilized in
a study of complex covariance matrices with group symmetry inSoloveychik, Trushin and
Wiesel(2016). On the other hand, even thoughA ∈ WC

Γ is a real matrix, the matricesak are
not necessarily real, asShah and Chandrasekaran(2012) seem to misunderstand implicitly.
For instance, let us consider the case wherep = 3 andΓ ⊂S3 is a cyclic group generated by

(
1 2 3

)
. ThenA ∈ WC

Γ is of the form




a b c
c a b
b c a



 with a, b, c ∈ C. TakingTΓ := 1√
3




1 1 1
1 ω ω
1 ω ω





with ω := e2πi/3, we have

T ∗
Γ




a b c
c a b
b c a



TΓ =




a1

a2

a3



 ,

wherea1 := a + b + c, a2 := a + bω + cω, anda3 := a + bω + cω. In this casemk = sk = 1
for k = 1,2,3 (confer (Shah and Chandrasekaran, 2012, Remark 3.1)). Even ifa, b, c are
real, the right-hand side above is not necessarily real but of the formdiag(a1, a2, a2) with
a1 ∈ R anda2 ∈ C. Furthermore, if the matrixA is symmetric, that is, real and Hermitian,
then right-hand side becomesdiag(a1, a2, a2) with a1, a2 ∈ R as is seen from Theorem1
with (k1, k2) = (1,2), (r1, r2) = (1,1) and(d1, d2) = (1,2). This observation tells us that the
constants(mk, sk)k from complex representation theory are not sufficient for the description
of the simultaneous diagonalization of real symmetric matrices with group symmetry.

3. Additions to Section 2mf .

3.1. Example to Section 2.3mf .

EXAMPLE 4. In this example we present a colored spaceZΓ ⊂ Sym(16;R), which has
a componentHerm(2;H). Let Γ = 〈σ1, σ2〉 be the subgroup ofS16 generated by the two
permutations

σ1 = (1,2,5,6)(3,4,7,8)(9,10,13,14)(11,12,15,16),

σ2 = (1,3,5,7)(2,8,6,4)(9,11,13,15)(10,16,14,12).
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The spaceZΓ consists of matrices of the form

X =






























α1 α2 α3 α4 α5 α2 α3 α4 γ1 γ2 γ3 γ4 γ5 γ6 γ7 γ8

α2 α1 α4 α3 α2 α5 α4 α3 γ6 γ1 γ8 γ3 γ2 γ5 γ4 γ7

α3 α4 α1 α2 α3 α4 α5 α2 γ7 γ4 γ1 γ6 γ3 γ8 γ5 γ2

α4 α3 α2 α1 α4 α3 α2 α5 γ8 γ7 γ2 γ1 γ4 γ3 γ6 γ5

α5 α2 α3 α4 α1 α2 α3 α4 γ5 γ6 γ7 γ8 γ1 γ2 γ3 γ4

α2 α5 α4 α3 α2 α1 α4 α3 γ2 γ5 γ4 γ7 γ6 γ1 γ8 γ3

α3 α4 α5 α2 α3 α4 α1 α2 γ3 γ8 γ5 γ2 γ7 γ4 γ1 γ6

α4 α3 α2 α5 α4 α3 α2 α1 γ4 γ3 γ6 γ5 γ8 γ7 γ2 γ1

γ1 γ6 γ7 γ8 γ5 γ2 γ3 γ4 β1 β2 β3 β4 β5 β2 β3 β4

γ2 γ1 γ4 γ7 γ6 γ5 γ8 γ3 β2 β1 β4 β3 β2 β5 β4 β3

γ3 γ8 γ1 γ2 γ7 γ4 γ5 γ6 β3 β4 β1 β2 β3 β4 β5 β2

γ4 γ3 γ6 γ1 γ8 γ7 γ2 γ5 β4 β3 β2 β1 β4 β3 β2 β5

γ5 γ2 γ3 γ4 γ1 γ6 γ7 γ8 β5 β2 β3 β4 β1 β2 β3 β4

γ6 γ5 γ8 γ3 γ2 γ1 γ4 γ7 β2 β5 β4 β3 β2 β1 β4 β3

γ7 γ4 γ5 γ6 γ3 γ8 γ1 γ2 β3 β4 β5 β2 β3 β4 β1 β2

γ8 γ7 γ2 γ5 γ4 γ3 γ6 γ1 β4 β3 β2 β5 β4 β3 β2 β1






























.

The irreducible factorization of the determinant is given by

Det (X) =
(
(γ1 − γ5)

2
+ (γ2 − γ6)

2
+ (γ3 − γ7)

2
+ (γ4 − γ8)

2 − (α1 − α5)(β1 − β5)
)4

∙
(
(α1 − 2(α2 + α3 − α4) + α5)(β1 − 2(β2 + β3 − β4) + β5) − (γ1 − γ2 − γ3 + γ4 + γ5 − γ6 − γ7 + γ8)

2
)

∙
(
(α1 − 2(α2 − α3 + α4) + α5)(β1 − 2(β2 − β3 + β4) + β5) − (γ1 − γ2 + γ3 − γ4 + γ5 − γ6 + γ7 − γ8)

2
)

∙
(
(α1 + 2(α2 − α3 − α4) + α5)(β1 + 2(β2 − β3 − β4) + β5) − (γ1 + γ2 − γ3 − γ4 + γ5 + γ6 − γ7 − γ8)

2
)

∙
(
(α1 + 2(α2 + α3 + α4) + α5)(β1 + 2(β2 + β3 + β4) + β5) − (γ1 + γ2 + γ3 + γ4 + γ5 + γ6 + γ7 + γ8)

2
)

.

Thus, Lemma 4mf gives us thatL = 5 and

r = (2,2,2,2,2), k = (4,1,1,1,1), d = (4,1,1,1,1).

This in turn implies

ZΓ'Herm(2;H)⊕ Sym(2;R)⊕4.

As a matter of fact, the groupΓ has four 1-dimensional representations and one4-
dimensional real irreducible representation, and each representation appears twice inR16.

3.2. Proofs of Theorem 5mf and Theorem 6mf .

PROOF OFTHEOREM 5mf AND THEOREM 6mf . Let M :=
⌊

N
2

⌋
and denote the irre-

ducible representations ofΓ by

B0 : Γ 3 σk 7→ 1 ∈ GL(1;R),

Bα : Γ 3 σk 7→ Rot

(
2παk

N

)

∈ GL(2;R) (1 ≤ α < N/2),

BN/2 : Γ 3 σk 7→ (−1)k ∈ GL(1;R) (if N is even),

whereRot(θ) denotes the rotation matrix

(
cos θ − sin θ
sin θ cos θ

)

for θ ∈R. Then all the equivalence

classes of the irreducible representations ofΓ are[B0], [B1], . . . , [BM ] whetherN = 2M or

N = 2M + 1. We havekα = dα =

{
1 (α = 0 or N/2),

2 (otherwise).
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Recall that{i1, . . . , iC} is a complete system of representatives of theΓ-orbits, and, for
eachc = 1, . . . ,C , pc is the cardinality of theΓ-orbit throughic. Let ζc := exp(2π

√
−1/pc).

When1 ≤ β < pc/2, we have

v
(c)
2β +

√
−1v

(c)
2β+1 =

√
2
pc

pc−1∑

k=0

ζβk
c eσk(ic).

Thus

R(σ)(v(c)
2β +

√
−1v

(c)
2β+1) =

√
2
pc

pc−1∑

k=0

ζβk
c eσk+1(ic) =

√
2
pc

pc−1∑

k=0

ζβ(k−1)
c eσk(ic)

= ζ−β
c (v(c)

2β +
√
−1v

(c)
2β+1)

=
{

cos
(2πβ

pc

)
v

(c)
2β + sin

(2πβ

pc

)
v

(c)
2β+1

}
+
√
−1
{
− sin

(2πβ

pc

)
v

(c)
2β + cos

(2πβ

pc

)
v

(c)
2β+1

}
,

where we have usedσpc(ic) = ic andζpc
c = 1 at the second equality. It follows that

(11) R(σ)
(
v

(c)
2β v

(c)
2β+1

)
=
(
v

(c)
2β v

(c)
2β+1

)
Rot

(2πβ

pc

)
=
(
v

(c)
2β v

(c)
2β+1

)
Bα(σ)

with β/pc = α/N . Similarly, we have

R(σ)v(c)
1 = v

(c)
1 = B0(σ)v(c)

1 ,

R(σ)v(c)
pc

= −v(c)
pc

= BN/2(σ)v(c)
pc

(if pc andN are even).

Therefore, forα = 0, . . . , bN/2c, the multiplicityrα of the representationBα of Γ in (R,Rp)
is equal to the number ofc such thatβ/pc = α/N with someβ ∈N. In other words,

(12) rα = #{ c ; αpc is a multiple ofN } (0 ≤ α ≤ bN/2c).

Then we have

ZΓ '
⊕

rα>0

Herm(rα;Kα).

3.3. Finding structure constants whenΓ is not cyclic. In Section 2.3mf , we gave a gen-
eral algorithm for determining the structure constants as well as the invariant measureϕΓ. In
principle, the factorization of a determinant can be done e.g. in PYTHON, however there are
some limitations regarding the dimension of a matrix. If thep× p matrix is not sparse, then
the number of terms in the usual Laplace expansion of a determinant produces a polynomial
with p! terms. The RAM memory requirements for calculating such a polynomial would be
in excess ofp!, which cannot be handled on a standard PC even for moderatep. Depending
on the subgroup and the method of calculating the determinant, we were able to obtain the
determinant for models of dimensions up to10-20. In order to factorize the determinant for
moderate to high dimensions, we want to find an orthogonal matrixU such thatU> ∙X ∙U is
sparse enough for a computer to calculate its determinantDet

(
U> ∙X ∙U

)
= Det (X). The

matrixUΓ from (4) is in general very hard to obtain, but we propose an easy surrogate.
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PROPOSITION2. Assume thatΓ be a subgroup ofSp. Takeσ0 ∈Sp for which the cyclic
groupΓ0 := 〈σ0〉 generated byσ0 has the same orbits inV asΓ. Then, for anyX ∈ ZΓ one
has

U>
Γ0

∙X ∙UΓ0 =

(
x1 0
0 y

)

(13)

with x1 ∈ Sym(C;R) andy ∈ Sym(p−C;R), whereC is the number of cycles ofσ0. Matrix
UΓ0 is the orthogonal matrix constructed in Theorem 6mf for the cyclic subgroupΓ0.

PROOF. We observe that a vectorv ∈ Rp is Γ-invariant (i.e.R(σ)v = v for all σ ∈ Γ) if
and only ifR(σ0)v = v if and only if v is constant onΓ-orbits (i.e.vi = vj if i andj belong

to the same orbit ofΓ). The firstC column vectors ofUΓ0 arev
(1)
1 , v

(2)
1 , . . . , v

(C)
1 , which are

Γ-invariant. The spaceV1 := span
{

v
(c)
1 ; c = 1, . . . ,C

}
⊂ Rp is the trivial-representation-

component ofΓ as explained after (3). Therefore, ifα1 is the trivial representation ofΓ, then
r1 = C andd1 = k1 = 1.

The orthogonal complementV ⊥
1 of V1 is spanned by the rest ofv

(c)
β , 1 ≤ c ≤ C, 1 < β ≤

2bpc/2c. ForX ∈ZΓ, we see thatX ∙ v ∈ V1 for v ∈ V1 and thatX ∙w ∈ V ⊥
1 for w ∈ V ⊥

1 . In
this way we obtain (13).

We note that in general, there are no inclusion relations between groupsΓ andΓ0. More-
over, the correspondenceφ1 : ZΓ 3 X 7→ x1 ∈ Sym(C;R) is exactly the Jordan algebra ho-
momorphism defined before Corollary 3mf . By Proposition2 we obtain

Det (X) = Det (x1)Det (y) ,(14)

while the factorDet (x1) = det(φ1(X)) is an irreducible polynomial of degreer1 = C. In
this way, for any subgroupΓ, we are able to factor out the polynomial of degree equal to the
number ofΓ-orbits inV easily. On the other hand, the factorization ofDet (y) requires study
of the subrepresentationR of Γ onV ⊥

1 , where the groupΓ0 is useless in general.

EXAMPLE 5. LetΓ = 〈(1,2,3), (4,5,6)〉 ⊂S6, which is not a cyclic group. The space
ZΓ consists of symmetric matrices of the form

X =











a b b e e e
b a b e e e
b b a e e e
e e e c d d
e e e d c d
e e e d d c











and moreover,ZΓ does not coincide withZ〈σ〉 for anyσ ∈S6. Noting that the groupΓ has
two orbits:{1,2,3} and{4,5,6}, we defineσ0 := (1,2,3)(4,5,6). Takingi1 = 1 andi2 = 4,
we have

UΓ0 =











1/
√

3 0
√

2/3 0 0 0
1/
√

3 0 −1/
√

6 1/
√

2 0 0
1/

√
3 0 −1/

√
6 −1/

√
2 0 0

0 1/
√

3 0 0
√

2/3 0
0 1/

√
3 0 0 −1/

√
6 1/

√
2

0 1/
√

3 0 0 −1/
√

6 −1/
√

2











.
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Note that the first two column vectors
(
1/

√
3, 1/

√
3, 1/

√
3, 0, 0, 0

)>
and

(
0, 0, 0, 1/

√
3, 1/

√
3, 1/

√
3
)>

of UΓ0 areΓ-invariant. By direct calculation we verify that
U>

Γ0
∙X ∙UΓ0 is of the form











A B 0 0 0 0
B C 0 0 0 0
0 0 D 0 0 0
0 0 0 D 0 0
0 0 0 0 E 0
0 0 0 0 0 E











,

whereA,B, ∙ ∙ ∙ ,E are linear functions ofa, b, ∙ ∙ ∙ , e. The matricesx1 andy are

(
A B
B C

)

and






D 0 0 0
0 D 0 0
0 0 E 0
0 0 0 E





 respectively. The matrixy is of such simple form, becauseΓ0 is a subgroup of

Γ in this case.

We cannot expect that the matrixy in (13) is always of a nice form, as in the example
above. However, we note that in many examples we considered, the matrixy was sparse,
which also makes the problem of calculatingDet (X) much more feasible on a standard PC.

In generalΓ0 defined above is not a subgroup ofΓ. As we argue below, valuable insight
about the factorization ofZΓ can be obtained by studying cyclic subgroups ofΓ. The argu-
ment is based on the following easy result.

LEMMA 4. LetΓ1 be a subgroup ofΓ. ThenZΓ ⊂ZΓ1 .

Let Γ1 be a cyclic subgroup ofΓ. Then using Theorem 5mf , we can easily calculate struc-
ture constant corresponding toΓ1. Let UΓ1 be the orthogonal matrix constructed in Theorem
6mf . By Lemma4 and (4), for anyX ∈ZΓ the matrixU>

Γ1
∙X ∙UΓ1 is of the form











MK1(x
′
1)⊗ Ik1

d1

MK2(x
′
2)⊗ Ik2

d2

...
MKL

(x′
L)⊗ IkL

dL











,

wherex′
i ∈ Herm(ri;Ki), i = 1, . . . ,L. In particular, we havek1 = d1 = 1 and r1 is the

number ofΓ1-orbits in{1, . . . , p}. Thus, we haveMK1(x
′
1) ⊗ Ik1/d1

= x′
1 ∈ Sym(r1;R). In

contrast to (13), x′
1 in general can be further factorized and we know thatDet (x1) from (14)

is an irreducible factor ofDet (x′
1). In conclusion, each cyclic subgroup of the general group

Γ brings various information about the factorization.
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EXAMPLE 6. We continue Example5. Let Γ1 = 〈(1,2,3)〉, which is a subgroup ofΓ.
There are fourΓ1-orbits inV , that is,{1,2,3}, {4}, {5}, and{6}. We have

UΓ1 =











1/
√

3 0 0 0
√

2/3 0
1/
√

3 0 0 0 −1/
√

6 1/
√

2
1/
√

3 0 0 0 −1/
√

6 −1/
√

2
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0











.

ForX ∈ ZΓ, we see thatU>
Γ1

∙X ∙UΓ1 is of the form










A11 A21 A31 A41 0 0
A21 A22 A32 A42 0 0
A31 A32 A33 A43 0 0
A41 A42 A43 A44 0 0
0 0 0 0 D 0
0 0 0 0 0 D











,

whereAij are linear functions ofa, b, . . . , e, but they are not linearly independent. Indeed,
we have

Det







A11 A21 A31 A41

A21 A22 A32 A42

A31 A32 A33 A43

A41 A42 A43 A44





= E2 det

(
A B
B C

)

,

which exemplifies the fact thatDet (x1) is an irreducible factor ofDet (x′
1).

3.4. Gamma integrals. In this section we prove Proposition 7mf , Theorem 8mf and The-
orem 9mf . Proofs of these results are based on Lemma5 below.

The key ingredient to compute the Gamma integral onPΓ is the block decomposition of
ZΓ. We assume thatZΓ is in the form of (4). Let Ωi denote the symmetric cone of the simple
Jordan algebraAi = Herm(ri;Ki) anddi = dimRKi, i = 1, . . . ,L. We havedimΩi = ri +
ri(ri − 1)di/2. Recall that, forX ∈ ZΓ represented as in (4), we writeφi(X) = xi ∈Ai for
i = 1, . . . ,L.

LEMMA 5. For anyY ∈ PΓ andλi > −1, i = 1, . . . ,L, we have

∫

PΓ

L∏

i=1

det(φi(X))λie−Tr[Y ∙X] dX = e−BΓ

(
L∏

i=1

k−riλi

i

)
L∏

i=1

ΓΩi
(λi + dimΩi/ri)

det(φi(Y ))λi+dimΩi/ri
,

(15)

whereBΓ is defined in(15)mf .

PROOF OFLEMMA 5. Denote the left hand side of (15) by I . Let us change variables
xi = φi(X) for i = 1, . . . ,L. By (10)mf and(14)mf we obtain

I = eBΓ

L∏

i=1

∫

Ωi

det(xi)
λie−kitr[φi(Y )∙xi]mi(dxi).
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Each integral can be calculated using(13)mf for λi > −1 and φi(Y ) ∈ Ωi, i = 1, . . . ,L.
Hence,

I = eBΓ

L∏

i=1

ΓΩi
(λi + dimΩi/ri)det (ki φi(Y ))−λi−dimΩi/ri

= eBΓ

(
L∏

i=1

k−riλi−dimΩi

i

)
L∏

i=1

ΓΩi
(λi + dimΩi/ri)

det(φi(Y ))λi+dimΩi/ri

= e−BΓ

(
L∏

i=1

k−riλi

i

)
L∏

i=1

ΓΩi
(λi + dimΩi/ri)

det(φi(Y ))λi+dimΩi/ri

and so we obtain (15).

PROOF OFPROPOSITION7mf . Recall thatPΓ is a symmetric cone, so that it coincides
with its dual cone,P∗

Γ. Thus,

ϕΓ(Y ) = eBΓ

(
L∏

i=1

1
ΓΩi

(dimΩi/ri)

)∫

PΓ

e−Tr[Y ∙X] dX (Y ∈ PΓ).

Settingλ1 = . . . = λL = 0 in (15) we obtain the expression forϕΓ(Y ).

PROOF OFTHEOREM 8mf AND THEOREM 9mf . Recall that forX ∈ PΓ we haveDet (X) =
∏L

i=1 det(φi(X))ki , where the mapφi : ZΓ → Herm(ri;Ki) is a Jordan algebra homomor-
phism,i = 1, . . . ,L.

If λi = kiλ− dimΩi/ri with λ > maxi=1,...,L {(ri − 1)di/(2ki)}, then (15) implies

L∏

i=1

k−riλi

i = e−AΓλ+2BΓ and
L∏

i=1

det(φi(Y ))−λi−dimΩi/ri =

(
L∏

i=1

det(φi(Y ))ki

)−λ

If λi = kiλ with λ > maxi=1,...,L {−1/ki}, then by (15) we obtain

L∏

i=1

k−riλi

i = e−AΓλ and
L∏

i=1

det(φi(Y ))−λi−dimΩi/ri =

(
L∏

i=1

det(φi(Y ))ki

)−λ

ϕΓ(Y ).

3.5. Jacobian.

PROOF OFLEMMA 13mf . First observe that

(X + h)−1 −X−1 = (X + h)−1 ∙ [X − (X + h)] ∙X−1 = −X−1 ∙ h ∙X−1 + o(h),

so that, the Jacobian ofPΓ 3 X 7→ X−1 ∈ PΓ equalsDetEnd(PX−1), whereDetEnd is the
determinant in the space of endomorphisms ofZΓ and for anyX ∈ZΓ by PX we denote the
linear map onZΓ to itself defined byPXY = X ∙ Y ∙X . It is easy to see that for anyX ∈ PΓ

we havePX ∈ G(PΓ). Indeed, sincePXY is positive definite forY ∈ PΓ, it is enough to
verify that

R(σ) ∙ [PXY ] = [PXY ] ∙R(σ) (σ ∈ Γ).
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This follows quickly by the fact thatX,Y ∈ PΓ. Further, by theG(PΓ) invariance ofϕΓ, we
have

ϕΓ(gX) = |DetEnd(g)|−1 ϕΓ(X) (g ∈ G(PΓ)).

Takingg = PX−1 , we eventually obtain

DetEnd(PX−1) =
ϕΓ(X)

ϕΓ(X−1)
= [ϕΓ(X)]2 ,

where the latter inequality can be easily verified by(16)mf .

4. Additions to Section 6mf .

4.1. Real data example.We applied our procedure to the breast cancer data set consid-
ered in Section 7 ofHøjsgaard and Lauritzen(2008), see alsoMiller et al. (2005). Following
approach of Højsgaard and Lauritzen, we consider set ofp = 150 genes (designations of
these genes can be read from (Højsgaard and Lauritzen, 2008, Fig. 11)) andn = 58 samples
with mutation in the p53 sequence. We numbered the variables alphabetically. Sincep > n,
only parsimonious models can be fitted at all.

In Højsgaard and Lauritzen(2008), the variables were standardized to have zero mean and
unit variance. As the authors write, due to “an issue of scaling of the variables”, model selec-
tion within RCOR models (a superclass of RCOP models) was performed. However, when
the search is done among RCOP models, the scaling ensuring unit variances favors transi-
tive subgroups. Recall that a cyclic subgroup is transitive if it is generated by a permutation
consisting of one big cycle. Therefore we only centered the data.

We run the Metropolis-Hastings algorithm (Algorithm 13mf ) with hyper-parametersD =
Ip andδ = 3 for 150000 iterations. Cardinality of the search space is not easy to compute,
but already forp = 130, the number of cyclic subgroups is of magnitude10217, see OEIS
sequence A051625. The cyclic subgroup with highest estimated posterior probability (7.1%)
is given byΓ̂ = 〈σ∗〉, where

σ
∗

=(1,2,139,149,61,52,8,145)(3,11,9,89,6,102,120,4)(5,47,90)(7,13,138,91,117,142,143,72,146,50,136,22,57,87,124,

114,84,30)(10,99,39,21,101,26,37,73)(12,77,100,133,122)(14,19,76,147)(15,71,127,110)(16,92,83,34,140,27,49,137)

(17,98,69)(18,65,134,88,107,75,108,106,82,109,123,68)(20,51,135,105,38,96,25,45)(23,111,24,42,67,43,131,112)

(31,58,66,94,81)(32,33)(35,93,64,86,128,148,132,103,60,150,144,129,118,70,97,121)(36,85,141)(44,56,119,126,104,

78,79,48)(46,130,115,74,116,59,113,125,95).

The order of̂Γ is 720. The structure constants ofZΓ̂ areL = 21,

r = (29,1,1,1,2,8,2,1,2,2,11,1,1,6,8,1,2,1,1,2,13),

d = k = (1,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,1),

which imply thatdimZΓ̂ = 844. Although the number of parameters (colors) ofZΓ̂ is rather
high, the MLE ofΣ exists in this model. Indeed, in view of Corollary 12mf , we have

n0 = max
i=1,...,L

{
ridi

ki

}

= 29

and so(23)mf is satisfied.
The color pattern of the space ofp× p matrices fromZΓ̂ is depicted in Fig.1 (a). Entries

which correspond to the same color in a figure are the same. To make the picture more
readable, we renumbered the variables so that the block structure is visible. For comparison,
in Fig. 1 we present the heat map of data matrixU (rows and columns are permuted in the
same way as in Fig.1(a)). We can interpret this result as an indication of hidden symmetry
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(a) (b)

FIG 1. (a) The color pattern of (permuted) spaceZ
Γ̂

. (b) The heat map of (permuted) matrixU .

in genes and evidence that our procedure can be used as an exploratory tool for finding such
symmetries.

Finally, we carry out the heuristic procedure introduced in Section 1.2mf for finding an
RCOP model when the true graph is not complete. We threshold the entries of the partial
correlation matrix at the levelα = 0.15 and obtain a connected graph with925 edges, see
Figure2. The largest clique consists of12 vertices.
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FIG 2. Graph corresponding to thresholded (α = 0.15) partial correlation matrix.
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