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Agenda

1. (Very) brief introduction to semantics
2. Semantics, ML, and AI
3. Ontology quality
4. Large knowledge bases
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1. Semantics
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Why semantics?

• Computers are syntactic: they work with symbols and data
• …but humans are semantic creatures!

• We work with concepts and knowledge

• The general idea of semantics:
• Let computers reason with concepts
• Process knowledge, not just data

• By the way: can we really say a neural network models knowledge? 
Or is it just a bunch of vectors and matrices?
• We will come back to this later (sect. 2)

4



Ontologies in computer science
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• Ontology – explicit specification of a conceptualization of a world.
(Gruber 1995)



Ontologies in computer science
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• Ontology – explicit specification

of a conceptualization

of a world.



• Knowledge representations
• Glossaries
• Semantic networks
• Formal taxonomies
• Objects with properties (frames)
• General logic constraints

Ontologies in computer science
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Ontologies

Based in description logics!
-> we can use deduction



Ontologies: OWL and description logics
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student

Richard Feynman

MiNI student

MiNI faculty

faculty

instanceOf instanceOf

subClassOf

studiesAt

`student` studiesAt min 1 `faculty`

`MiNI student` studiesAt some `MiNI faculty`



Ontologies: OWL Manchester syntax (Horridge et al. 2006)
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Ontologies: OWL Manchester syntax (Horridge et al. 2006)
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So, all ontologies are extremely expressive?

• No, not really.

• Nobody forces the amount of expressivity
• There are less and more formal ontologies and that is (usually) fine
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Linked Data

• Use the Web as the underlying infrastructure
• Every entity has a URI (Uniform Resource Identifier)

• Use common W3C standards (RDF, OWL, SPARQL)
• Reuse ontologies by linking and combining them

• Knowledge reuse
• Interoperability
• Shared understanding

• Ideally – make them freely available (Linked Open Data)
• It this picture too rosy? (sect. 3)
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Knowledge base (KB)

Ingredients:
• Ontology (ontologies?)
• Storage
• Query interface
• Update interface

In short: database for knowledge
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2. Semantics, ML, and AI
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Language Models As Knowledge Bases? (Petroni et al. 2019)

• Large LMs acquire a huge amount of 
knowledge during training

• On the other hand, KBs are insanely hard to 
produce and query (sect. 3, 4)

• So why not just query the LM?
• Only really works for 1:1 relations
• Can only query single-token objects
• Different question formulations give

significantly different results
• Does the LM really "know" anything?
• No quantitative measurements! :(

• Of course, there were more similar papers…
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Language Models As or For Knowledge Bases? (Razniewski et al. 2021)

LMs' deficiencies:
• Impossible to "list" all the knowledge in the LM
• Correlations vs explicit knowledge

• Know what you don't know
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Language Models As or For Knowledge Bases? (Razniewski et al. 2021)

LMs' deficiencies, continued:
• No reasonable, systematic approach to curatability
• No provenance tracking
• Good entity disambiguation requires context
• Not all knowledge is text-based
• How to handle more complex relations? 1:n, n:m?

On the other hand:
• KBs' scope is limited by the set of defined predicates
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Language Models? Knowledge Bases?

• Two very different animals.

• My view:
• They can complement each other!

• How can we use LMs and other ML models in semantics?
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3. Ontology quality
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Ontology quality assurance

• Any errors in the ontology have a negative impact on its applications
• Errors include: wrong/missing relations, invalid hierarchies, invalid

alignments, wrong/missing metadata, wrong/missing values
• …and more

• Challenges for ontology QA:
• Large knowledge bases
• High velocity of changes (e.g., Wikidata)
• Complex structures (high cognitive requirements)
• Need for expert knowledge (expensive!)
• Large number of heterogenous, dispersed ontologies (e.g., OBO Foundry)
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OOPS! (Poveda-Villalón et al. 2014)
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http://oops.linkeddata.es/


OOPS! (Poveda-Villalón et al. 2014)
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http://oops.linkeddata.es/


FOOPS! (Garijo et al. 2021)
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https://foops.linkeddata.es/FAIR_validator.html


FOOPS! (Garijo et al. 2021)
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https://foops.linkeddata.es/FAIR_validator.html


OBO Dashboard (Jackson et al. 2021)
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http://dashboard.obofoundry.org/dashboard/index.html


OBO Dashboard (Jackson et al. 2021)
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http://dashboard.obofoundry.org/dashboard/index.html


So, OBO Foundry is a 
good example, right? 
(to be published)
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Synonym or different concept? (to be published)

• Case study: Computer Science Ontology (CSO)
• Essentially a taxonomy of CS research topics
• Semi-automatically constructed

• CSO groups topics into synonym sets
• Like WordNet, but it’s often quite bad.
• Can we find such mistakes with NLP might?
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Synonym or different concept? (to be published)

• Setup:
• Group entities into synonym sets
• Encode their labels using sentence BERT (all-mpnet-base-v2)
• Compute all-to-all similarity matrices within clusters
• Find least consistent clusters by looking at mean and stdev
• Have a few experts review this

• Generated 115 suspicious clusters
• At least 3 entities each
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https://github.com/UKPLab/sentence-transformers


Synonym or different concept? (to be published)
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Synonym or different concept? (to be published)

• Results
• Majority vote: at least 2 reviewers agreed that 84/115 clusters are wrong
• At least 1 reviewer marked 95/115 clusters as wrong
• All 3 reviewers agreed that 58/115 clusters are wrong

• Other observations
• A lot of the valid synonyms are useless
• Often found out-of-scope clusters (genetics, didactics)
• Conflation of problem, method, accuracy, algorithm, etc.
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Correcting Knowledge Base Assertions (Chen et al. 2020)

• Often, the issue is an invalid value of a property
• E.g., Manchester City instead of Manchester United

• Easiest approach to "fix it": remove the assertion
• This work's contribution: actually fixing the assertion

• It illustrates several approaches for using ML with KBs :)
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Correcting Knowledge Base Assertions (Chen et al. 2020)
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Correcting Knowledge Base Assertions (Chen et al. 2020)

Dataset
• DBpedia: generated straight from the KB
• Unnamed enterprise medical KB: real issues found & corrected by 

experts
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Correcting Knowledge Base Assertions (Chen et al. 2020)
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4. Large knowledge bases
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Really large knowledge bases in practice

• DBpedia: ~10 billion triples, 6 million entities
• Wikidata: ~13.6 bilion triples, growing fast*

• …and hundreds of edits per minute from all over the world
• Single primary MariaDB node tracks all changes (!!!) and propagates them
• Queries handled by batch-updated servers, duct-tape replication
• 22 query servers: 2x6 cores, 128 GB RAM

• Wikidata is starting to hit the software limits of Blazegraph**
• No "good" alternatives, sadly

• Doing any research with Wikidata? You need expensive hardware and 
a lot of patience.
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* It's all public, see for example:
https://grafana.wikimedia.org/d/000000154/wikidata?orgId=1
https://wikitech.wikimedia.org/wiki/Wikidata_Query_Service
https://wikitech.wikimedia.org/wiki/MariaDB

** See:
https://www.wikidata.org/wiki/Wikidata:Query_Service_scaling_update_Aug_2021
https://phabricator.wikimedia.org/T206560

https://grafana.wikimedia.org/d/000000154/wikidata?orgId=1
https://wikitech.wikimedia.org/wiki/Wikidata_Query_Service
https://wikitech.wikimedia.org/wiki/MariaDB
https://www.wikidata.org/wiki/Wikidata:Query_Service_scaling_update_Aug_2021
https://phabricator.wikimedia.org/T206560


Large KBs vs large DBs

• Huge databases, both relational and noSQL are a pretty much a solved
issue

• We also saw incredible advancements in big data, with e.g., 
Apache Spark becoming virtually a standard

• So why can't we even have a properly replicated, open-source triple
store?

• Why should we (researchers) care?
• Technology enables research
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SANSA stack (Lehmann et al. 2017)
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https://sansa-stack.net/


SANSA stack – Sparklify (Stadler et al. 2019)

42

https://sansa-stack.net/


SANSA stack – Sparklify (Stadler et al. 2019)
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https://sansa-stack.net/


SANSA stack (Lehmann et al. 2017)

• After 4 years, much of it is still very experimental
• No reliable performance evaluations/comparisons

• (at least to my knowledge)

• Does not solve the "expensive hardware" part
• Querying works, but the language is limited
• Very programmer-oriented, hard to get started
• Missing documentation

• Looooong way ahead to "productionalizing" it :)
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https://sansa-stack.net/


Summary
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I wish I had the time for…

• Knowledge graph embeddings
• Large KB reasoning
• Cross-ontology references
• Ontology reuse in practice – including social aspects
• KBs and network analysis

• Maybe next time…?
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Other further reading
• Formal representations of knowledge: https://www.obitko.com/tutorials/ontologies-semantic-

web/formal-representation.html

• Simple explanation of OWL class expressions: http://protegeproject.github.io/protege/class-
expression-syntax/

• What is Wikidata: https://www.wikidata.org/wiki/Wikidata:Introduction
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https://www.obitko.com/tutorials/ontologies-semantic-web/formal-representation.html
http://protegeproject.github.io/protege/class-expression-syntax/
https://www.wikidata.org/wiki/Wikidata:Introduction


Image sources
• Slide 6: https://commons.wikimedia.org/wiki/File:Gmach_matematyki_PW.JPG – Panek, 

CC-BY-SA-4.0 International

• Slides 23–24: https://foops.linkeddata.es/FAIR_validator.html – Daniel Garijo & María Poveda-
Villalón

• Slides 27–28: http://dashboard.obofoundry.org/dashboard/index.html (Jackson et al. 2021)

• Other images were either created by me or were taken from the article referenced on the slide.
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https://commons.wikimedia.org/wiki/File:Gmach_matematyki_PW.JPG
https://foops.linkeddata.es/FAIR_validator.html
http://dashboard.obofoundry.org/dashboard/index.html


Thank you for your attention!
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