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MultiArith example

Adam bought 2 boxes of chocolate candy and 5 boxes of caramel candy. If 
each box has 4 pieces inside it, how much candy did he have total?

GSM8k example

James buys a plane. The plane cost $150,000. He pays $5000 a month to 
rent a hanger to keep it in. He also spends twice as much as that on fuel 
per month. How much did it cost him to get and maintain the plane for the 
first year?



Zero-shot
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Few-shot

Chain-of-Thought (CoT): Zero-shot



Zero-shot CoT: Separate reasoning and answer extraction
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Zero-shot vs. Zero-shot CoT
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Zero-shot vs. Zero-shot CoT: Model scaling
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Zero-shot CoT: Template influence

Dataset: MultiArith

Model: Instruct-GPT3 
(text-davinci-002)



MultiArith example

Adam bought 2 boxes of chocolate candy and 5 boxes of caramel candy. If 
each box has 4 pieces inside it, how much candy did he have total?

Instruct-GPT3 (text-davinci-002): Let’s think step by step. Adam bought 2 
boxes of chocolate candy and 5 boxes of caramel candy. We know that each box 
has 4 pieces inside it. So, we can multiply 2 by 4 to find out how many pieces of 
chocolate candy Adam bought. This will give us 8. We can also multiply 5 by 4 to 
find out how many pieces of caramel candy Adam bought. This will give us 20. 
Now, we can add 8 and 20 together to find out how much candy Adam bought in 
total. 8 + 20 = 28 Adam bought 28 pieces of candy in total. Therefore, the answer 
(arabic numerals) is 28.

Kojima, Takeshi, et al. "Large language models are zero-shot reasoners." Advances in neural information processing systems 35 (2022): 
22199-22213.



GSM8k example

James buys a plane. The plane cost $150,000. He pays $5000 a month to 
rent a hanger to keep it in. He also spends twice as much as that on fuel 
per month. How much did it cost him to get and maintain the plane for the 
first year?

Instruct-GPT3 (text-davinci-002): Let’s think step by step. James buys a plane. 
This costs him $150,000. He pays $5000 a month to rent a hanger. This costs 
him $60,000 for the year. He spends twice as much as that on fuel per month. 
This costs him $120,000 for the year. So the total cost for the first year is 
$150,000 + $60,000 + $120,000 = $330,000. Therefore, the answer (arabic 
numerals) is 330,000.

Kojima, Takeshi, et al. "Large language models are zero-shot reasoners." Advances in neural information processing systems 35 (2022): 
22199-22213.



Chain-of-Thought (CoT): Few-shot

Wei, Jason, et al. "Chain-of-thought prompting elicits reasoning in large language models." Advances in neural information processing systems 35 
(2022): 24824-24837.



CoT: Zero-shot vs. Few-shot
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CoT: Zero-shot vs. Few-shot
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Utilize LLMs to prompt themselves and extract relevant knowledge to aid 
downstream tasks:

1. Dissect the input problem into specific sub-problems.

2. Extract the salient knowledge for the sub-problems one by one.

3. Apply in-context learning to solve the target task.

Self-prompting



Self-Prompting for Zero-Shot Open-Domain QA

Li, Junlong, et al. "Self-prompting large language models for zero-shot open-domain QA." arXiv preprint arXiv:2212.08635 (2022).
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Element-aware Summarization

Wang, Yiming, Zhuosheng Zhang, and Rui Wang. "Element-aware summarization with large language models: Expert-aligned evaluation and 
chain-of-thought method." arXiv preprint arXiv:2305.13412 (2023).
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MAPS: Multi-Aspect Prompting and Selection

He, Zhiwei, et al. "Exploring human-like translation strategy with large language models." Transactions of the Association for Computational 
Linguistics 12 (2024): 229-246.



MAPS: Knowledge mining

He, Zhiwei, et al. "Exploring human-like translation strategy with large language models." Transactions of the Association for Computational 
Linguistics 12 (2024): 229-246.



MAPS: Knowledge mining
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MAPS: Knowledge integration and selection
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Self-reflection

Shinn, Noah, et al. "Reflexion: Language agents with verbal reinforcement learning." Advances in Neural Information Processing Systems 36 (2024).
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Self-reflection: Degeneration-of-Thought

“Once the LLM-based agent has established confidence in its answers, it is 
unable to generate novel thoughts later through self-reflection even if the initial 
stance is incorrect.”

Liang, Tian, et al. "Encouraging divergent thinking in large language models through multi-agent debate." arXiv preprint arXiv:2305.19118 (2023).



Multi-agent 
debate

Liang, Tian, et al. "Encouraging divergent thinking in large language models through multi-agent debate." arXiv preprint arXiv:2305.19118 (2023).



Multi-agent debate: Prompts

Meta prompt: “You are a debater. Hello and welcome to the debate competition. 
It’s not necessary to fully agree with each other’s perspectives, as our objective 
is to find the correct answer. The debate topic is stated as follows: <debate 
topic>.”

Affirmative Debater: “You are affirmative side. Please express your viewpoints.”

Negative Debater: “You are negative side. You disagree with the affirmative 
side’s points. Provide your reasons and answer.”

Judge: “You are a moderator. There will be two debaters involved in a debate 
competition. They will present their answers and discuss their perspectives on 
the <debate topic>. At the end of each round, you will evaluate both sides’ 
answers and decide which one is correct.”

Liang, Tian, et al. "Encouraging divergent thinking in large language models through multi-agent debate." arXiv preprint arXiv:2305.19118 (2023).



PAL: Program-aided Language Models

Gao, Luyu, et al. "Pal: Program-aided language models." International Conference on Machine Learning. PMLR, 2023.
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PAL: Results

Gao, Luyu, et al. "Pal: Program-aided language models." International Conference on Machine Learning. PMLR, 2023.

> COT generates nearly identical
natural language “thoughts” for 
tasks with small and large 
numbers, indicating that the 
primary failure mode is the inability 
to perform arithmetic accurately.



Toolformer: Teach LLMs to use tools

Schick, Timo, et al. "Toolformer: Language models can teach themselves to use tools." Advances in Neural Information Processing Systems 36 
(2024).

Question answering system

Calculator

Machine translation system

Wikipedia search engine
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1. Model performance can scale with inference time compute

2. Extended reasoning context is helpful

3. Feedback from the environment is helpful

Conclusions


