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Agenda

1. What is shortcut learning? 
2. Shortcut learning in LLMs
3. Shape vs Texture bias in CNNs
4. Shape vs Texture bias in VLMs



Motivation
Alice loves history. Always has, probably always 
will. At this very moment, however, she is 
cursing the subject: After spending weeks 
immersing herself in the world of Hannibal and 
his exploits in the Roman Empire, she is now 
faced with a number of exam questions that are 
(in her opinion) to equal parts dull and difficult. 
“How many elephants did Hannibal employ in 
his army—19, 34 or 40?” ... Alice notices that 
Bob, sitting in front of her, seems to be doing 
very well. Bob of all people, who had just 
boasted how he had learned the whole book 
chapter by rote last night ...



Shortcut learning

• Machine Learning algorithm implements a decision rule which 
defines a relationship between input and output 

• To define a decision rule, we often need to decompose the input

Input Decision rule

Shape

Texture

Position

Output



Example



More examples :)



Taxonomy of decision rules



Inductive biases

1. Architecture 
2. Training data 
3. Loss function 
4. Optimisation algorithm 

Taken together, these four components (which determine the 
inductive bias of a model) influence how certain solutions are much 
easier to learn than others, and thus ultimately determine whether a 
shortcut is learned instead of the intended solution



Shortcut learning 
in LLMs



Motivation

Despite the vast abilities of LLMs, do they overcome shortcut 
learning?



Current MMLU-Pro Leaderboard 



Example

In the program below, the initial value of X is 5 and the initial value of Y is 10. 

IF (X < 0) { 

DISPLAY ("Foxtrot") 

} ELSE { 

IF (X > Y) { 

DISPLAY ("Hotel") 

} ELSE { 

IF (Y > 0) { 

DISPLAY ("November") 

} ELSE { 

DISPLAY ("Yankee") 

} 

} 

} 

What is displayed as a result of running the program?

A. "November" 
B. "Foxtrot“ 
C. "Zulu" 
D. "Alpha" 
E. "Charlie" 
F. "Bravo" 
G. "Yankee" 
H. "Echo" 
I. "Hotel" 
J. "Delta" 



MMLU-Pro+



Example



Results



Another idea



Data

Given a premise 𝑞, a hypothesis ℎ, and a universally true statement 
𝑠 that may contain a certain shortcut, the logical relations are 
preserved upon their conjunction. Specifically, if 𝑞 and ℎ have the 
target label 𝑙, then:

{(q, h, y) | y = l} = {(𝑞 ∧ s, h, y) | y = label}



Data generation

Given a premise 𝑞, a hypothesis ℎ, and a universally true statement 
𝑠 that may contain a certain shortcut, the logical relations are 
preserved upon their conjunction. Specifically, if 𝑞 and ℎ have the 
target label 𝑙, then:

{(q, h, y) | y = l} = {(𝑞 ∧ s, h, y) | y = label}



Core idea



Results



Results







In the year Scarlett Johansson was born, 
the Summer Olympics were hosted in the 
country of?









In the year Scarlett Johansson was born, 
the Summer Olympics were hosted in the 
country of?





Shape vs Texture 
bias in CNNs



Experiment
• Images generated using style transfer



Results
Human observers are marked as red circles.

Networks trained on ImageNet:

• AlexNet (purple diamonds) 

• VGG 16 (blue triangles) 

• GoogLeNet (turquoise circles) 

• ResNet-50 (grey squares).



Results
Human observers are marked as red circles.

ResNet-50 trained on Stylized-ImageNet is 
marked using orange squares. 

ResNet-50 trained on ImageNet is marked 
using grey squares.



Shape vs Texture 
bias in VLMs



Motivation

The once well-studied biases are now combined in multi-modal 
fusion, leaving open questions on how and if the specific biases 
interact



Experiment
• Images generated using style transfer



Results



Bias steering



Bias steering



Thank you! 

Any Questions?

•Thank you!
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