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 Analysis of various kinds of data is an important part of information and knowledge 

management in a company. This paper contains an overview of literature concerning 

Artificial Intelligence automatic prediction systems applied to prediction of stock index 

values with the use of numerical time series and newspaper articles. Moreover, preliminary 

approach to implementation of such a system is proposed. 
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1. INTRODUCTION 
 

Knowledge and information management in a company requires combining 

and analyzing the data coming from different sources. Furthermore, a goal of 

purely automatic data analysis (if at all possible) is pursued. At the same time, said 

analysis is required to yield results reliable enough to be used to solve practical 

problems. 

Automatic stock index prediction systems are examples of the systems which 

try to conform to above-mentioned requirements. Some of these systems use two 

main sources of information: numerical time series and textual data. The numerical 

time series consists of company or index stock quotations. Textual data, on the 

other hand, consists of articles published in specialist magazines. Such prediction 

systems that are related to Artificial Intelligence domain are discussed in this 

paper. Section 2 contains a description of different types of prediction systems and 

their functioning. In Section 3 results of initial experiments are presented. Section 4 

concludes the paper. 
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2. FUNCTIONING OF A PREDICTION SYSTEM 
 

Below we present a general scheme of a prediction system that uses both asset 

stock quotations and newspaper articles. The main component of the system is a 

prediction algorithm (approximator or classifier). The input data consists of 

published articles and stock quotations time series. Before the data is used in the 

system it has to be preprocessed  by e.g. turning the quotations series into returns 

series (i.e. relative differences series), removing erroneous data or filling the 

missing data. Afterwards, textual data is converted into numerical representation 

which can be used directly by the prediction algorithm. The result of application of 

the prediction algorithm is a predicted asset value in the case of an approximator or 

a category of the predicted value (increase, decrease or no change in the asset’s 

value) in the case of a classifier. The resulting prognosis can be used by investing 

algorithm assisting a human investor or by an algorithm that makes autonomous 

investments on the market. 

 

2.1. Types of prediction algorithms  
 

There are many kinds of prediction algorithms described in the literature. They 

can be divided into two main classes:  

1. algorithms that use Artificial Intelligence methods, 

2. algorithms based on mathematical models. 

The most commonly used Artificial Intelligence methods are: artificial neural 

networks (e.g. multilayer perceptron, probabilistic network) [6, 4], Support Vector 

Machines [7, 8], genetic algorithms [11], decision trees, decision rules [9], naive 

Bayes models [3], k-Nearest Neighbours [8]. Among methods belonging to the 

second group, the most popular are time series prediction models stemming from 

ARIMA or GARCH [2] and linear discriminant analysis models [1]. 

 

2.2. Input data  
 

As we mentioned in the introduction section, there are two kinds of input data 

used by the prediction algorithm: 

1. textual data, 

2. numerical time series. 

The most commonly used textual data come from popular financial magazines 

(“The Wall Street Journal”, “Financial Times”), press announcements, news 

agencies (e.g. “Dow Jones Newswire”, “Reuters” or “Bloomberg”) and press 

reports. On the other hand, the most popular time series are: companies stock 

quotations, indices quotations, foreign exchange rates, corporate bonds returns.  

 

2.3. Numerical representations of text 
 

Numerical representations of text, which can be used to represent press articles, 

can be divided into two groups: 

1. automatically-generated representations, 
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2. representations based on a priori knowledge. 

Among automatically-generated representations the most popular is the “bag-

of-words” representation also known as “vector space” representation. The 

representation assumes that each document corresponds to a numerical vector. 

Each vector’s coordinate corresponds to one word appearing in the set of all 

documents. The value of vector’s coordinate indicates how important a given word 

in a document corresponding to the vector is. Despite being simple, “bag-of-

words” representation is useful in practice. This representation will be presented 

more thoroughly in the next subsection. 

Among representations based on a priori knowledge (which often require that 

article analysis is made by a human) the following approaches can be 

distinguished: article analysis by a human and application of predefined expert 

rules concerning article content [6], using predefined key words in “bag-of-words” 

representation [9, 8], using expert knowledge saved in “cognitive map” [4], using 

regular expressions to identify predefined document category [11].  

 

2.3.1. “Bag-of-words” text representation 
 

Below we introduce “bag-of-words” text representation in more detail. This  

representation was applied in our initial experiments. Let ),( wDa  be a value of 

vector’s coordinate corresponding to word w in document D. Let T be the set of 

training documents used to train prediction algorithm, i.e. to adjust algorithm’s 

parameters. 

The most popular “bag-of-words” representations are: 

- binary representation: 
Dw

Dw
wDa

0

1
),( , 

- TF representation: ),(),( wDTFwDa , 

- TF-IDF representation: ),(),(),( wTIDFwDTFwDa , 

where: 

- ),( wDTF  - frequency of word w appearance in document D, 

- )
||

||
log(),(

wT

T
wTIDF  - logarithm of inverted occurrence frequency of 

documents containing word w among documents from set T, 

- wT  - set of documents containing word w (it is a subset of T). 

The word which is associated with a high coordinate value in a vector 

corresponding to the document can be interpreted as significant. On the other hand, 

the word associated with a value which is close to zero can be interpreted as 

insignificant. Using this interpretation, TF representation considers as important 

the words which occur frequently in a document. The TF-IDF representation 

considers as important the words which occur frequently in a given document and 

at the same time occur rarely in other documents. 
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2.3.2. Dictionary in the “bag-of-words” text representation 
 

Set of words which correspond to vector’s coordinates in “bag-of-words” 

representation is called dictionary. Initially, the dictionary consist of all words 

occurring in all documents. During the preprocessing stage, some of the words are 

discarded. To remove the words which are considered redundant, the following 

methods of dictionary reduction are frequently used: 

- methods related to linguistic properties of words: 

a) discarding “stop words” (prepositions, pronouns, conjunctions), 

b) synonyms identification, 

c) stemming – identification of linguistically related words and converting 

them into common stem 

- methods related to features of the whole documents set: 

a) discarding the most frequently or most rarely occurring words, 

b) discarding words occurring in similar quantities in all predefined classes 

of documents (words with large information entropy), 

c) discarding words with the smallest CTF-IDF coefficient.  

The CTF-IDF coefficient can be defined for each word w as: 

||

)(count
)(

wT

w
wIDFCTF , where )(count w  is a number of word w 

occurrences in all documents. It is worth noting, that words which are considered 

significant (i.e. correspond to large CTF-IDF coefficient) are the ones which occur 

frequently in small number of documents. 

 

3. RESULTS OF EXPERIMENTS 
 

This section contains a description of initial experiments conducted by the 

authors. The goal of the experiments was to verify the possibility of stock index 

prediction using selected index quotations and newspaper articles. 

 

3.1. Input data 
 

In the experiments, abstracts of newspaper articles and time series of returns 

calculated based on index quotations, both from the period between 2006.04.01 and 

2007.04.01, were used. 

The number of 46623 articles from “The Wall Street Journal” newspaper was 

used in total. The articles were made available to the authors by the publisher of 

“The Wall Street Journal” and the distributor of the magazine – “ProQuest” 

company. Basic statistical indicators describing distribution of the number of 

articles published every day  are as follows: minimum = 1, maximum = 180, mean 

= 104, standard deviation = 48. There are 5 days with visibly smaller numbers (less 

than 6) of published articles (this anomaly is present in the original data source). 

The returns time series describes everyday returns of S&P500 index 

quotations. The data comes from http://finance.yahoo.com service. Basic statistical 

http://finance.yahoo.com/
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indicators describing distribution of returns are as follows: minimum = -0.0038, 

maximum = 0.022, mean = 0, standard deviation = 0.007. 

 

3.2. Prediction algorithm and text representation 
 

Multilayer perceptron neural network with RProp learning algorithm was used 

as a prediction algorithm. The network’s input layer size varied. In each 

experiment it was adjusted to the number of past days used in the prediction. The 

network had one hidden layer with the number of neurons equal to the half of the 

input layer size. The output layer was composed of one neuron. The goal was to 

predict the next day’s return of an index value. During the learning process the 

“early stopping” technique was used. Early stopping validation set consisted of 

20% randomly chosen vectors from the training set. 

As a text representation method, TF-IDF was chosen. “Stop words” were 

discarded from the dictionary and Porter algorithm [10] was used to perform 

stemming. To further reduce dictionary size, words with small CTF-IDF coefficient 

were discarded. 

The time series was split into two parts. The first 70% of the series composed 

the training set whereas the remaining 30% of the series was used as a testing set. 

 

3.3. Experiments description 
 

Among other things, a relation between “memory length” of prediction 

algorithm and prediction error was examined during the experiments. Memory 

length means a number of previous days from which data (textual and numerical) is 

made available to the prediction algorithm. Additionally, dictionaries of different 

sizes were used. The results were compared to a simple heuristical prediction rule 

stating that tomorrow’s index value will be the same as today’s (i.e. the return will 

be equal to zero). It is worth noting that this heuristic is quite robust. It stems from 

Random Walk Model, which is related to Effective Market Hypothesis. This rule is 

often applied to verify the effectiveness of financial time series prediction. Root of 

Mean Square Error (RMSE) was used as a measure of prediction error. 
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Figure 1. Dependency between memory length and one day index return prediction error. 

The solid line corresponds to the rule stating that tomorrow’s index value will be the same 

as today’s one. 

 

3.4. Results analysis and possible system extensions 
 

The following two conclusions were reached on the basis of conducted 

experiments. First, application of the prediction algorithm yielded worse results 

than “no change” heuristic. Furthermore, the larger memory length, the larger 

prediction error. 

The main cause of obtaining unsatisfactory results is probably a problem with 

selection of significant words that compose a dictionary. Coefficient CTF-IDF 

applied to the given data causes the words which are insignificant but popular 

(occuring in all documents) to be selected to the dictionary. Because of it, after 

applying TF-IDF representation, the majority of the vectors corresponding to the 

documents have zero value. As a result, according to the representation 

interpretation, they are meaningless. The top-10 words that were selected for the 

dictionary are a good example of such insignificant words: “in”, “on”, “Mr”, “sai”, 

“he”, “lear”, “compani”, “U.S”, “hi”, “Nuv”. To solve this problem, a research 

concerning selection of more adequate coefficient that measures word importance 

throughout all documents is planned. Improvement can also be achieved by a better 

words preprocessing which would eliminate very popular words such as: “in”, 

“on”, “he” from the dictionary. 
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The low prediction quality can also stem from applying text representation 

which is too simple for a given problem. Hence, research concerning occurrences 

of whole expressions instead of single words is planned. Expressions occurrences 

can be measured approximately i.e. we could assume that given expression appears 

in a given document if, for example, two words forming the expression are  placed 

close enough in the text. 

The next reason of obtaining unsatisfactory results is probably not taking into 

consideration the overtone of a given article. It seems that using the information if 

the article has positive, negative or neutral overtone could considerably increase 

effectiveness of the system. Thus, automatic classification of a document based on 

its overtone is planned. To achieve this goal, an attempt to search for predefined 

expressions related to positive or negative opinions stated in the document is 

planned. Examples of such expressions include: “investors are anxious”, “markets 

values decrease”, “financial problems”, “good financial results”, “bull market” etc. 

The improvement of prediction results could also be achieved by taking into 

consideration parts of the articles other than abstracts. We plan to test robustness of 

the prediction with the use of the title and the first paragraph of article’s text. These 

parts of an article often contain summary of the whole publication, so they are 

especially important for article understanding task. To improve the results, greater 

weights (corresponding to greater relevancy) will be assigned to the words 

appearing in the title than words occurring in the abstract or in the first paragraph 

of the article. 

Moreover, prediction of stock quotations of a company (or companies) from a 

given market segment is planned. The prediction will make use of articles related 

to this selected company (or companies). Prediction results could be better than the 

results of index quotation prediction because of potentially stronger relationship 

between an article referring to a given company and a price of company’s share. 

In case of company stock quotations prediction, a positive influence on 

prediction quality can come from including the subject matter of a given article in 

our model – e.g. article describing financial report of a company can have greater 

influence on a share price than a description of company’s new product. To classify 

an article, we can use one of the following approaches: use classification 

predefined by the newspaper distributor, or search for key words related to given 

subject matter. Similar approach to analysis of scientific articles was proposed in 

[5]. 

Also a comparison of results yielded from the use of an automatically 

generated dictionary and results yielded from the use of a dictionary predefined by 

a human seems to be interesting and worth testing. The predefined dictionary 

would contain words or expressions recognized as important for assessing the 

meaning of the document. In the case of prediction of stock quotations of a 

company from a given industry, dictionary of words related to this industry could 

be used. For example, for computer industry significant expressions could be: 

“security flaw”, “bug”, “hacker attack” etc. 
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4. CONCLUSIONS 
 

The paper contains a description of structure and functioning of automatic asset 

quotations prediction system. Popular “bag-of-words” texts representation types 

are presented. Furthermore, results of initial experiments are shown which, 

unfortunately are far from being satisfactory. Several possible reasons for low 

efficacy of the system are pointed out and suggestions of how to overcome these 

inefficiencies are proposed. The work is yet at preliminary stage and some progress 

is expected after implementation of modifications proposed in section 3.4. 
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