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Abstract. In this paper we apply Particle Swarm Optimization (PSO)
algorithm to the training process of a Multilayer Perceptron (MLP) on the
problem of localizing a mobile GSM network terminal inside a building.

The localization data includes the information about the average GSM
and WiFi signals in each of the given (x,y,floor) coordinates from more
than two thousand points inside a five story building.

We show that the PSO algorithm could be with success applied as
an initial training algorithm for the MLP for both classification and
regression problems.

Keywords: Particle Swarm Optimization, Neural Network training,
Mobile terminal localization.

1 Introduction

In recent years, biologically inspired computational intelligence algorithms have
grown a lot of popularity. Examples of such algorithms, based on the idea of
swarm intelligence, are PSO and bird flocking algorithm. Those algorithms have
been used in the real world applications in the area of computer graphics and
animation [17], solving hard optimization tasks [14] or document clustering [7].

PSO has not been widely tested in a high dimensional optimization problems
but has already been applied in the process of training a neural network [11].
Error backpropagation (BP) is a well known algorithm for learning multilayer
perceptron. In our paper we use stochastic gradient descent backpropagation
algorithm proposed in [5], Algorithm (4). In experiments we used implementation
of BP from [1].

In recent years on telecommunication market we can observe a large number of
mobile application and services based on mobile terminal location. Unfortunately
very popular location method used by most of them, is based on the Global Po-
sitioning System (GPS). GPS does not work inside the buildings, because the
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GPS signal is to weak to be propagated indoors. Another mobile terminal loca-
tion method is based on the Location Based Services (LBS) in communication
service providers networks. LBS are characterized by significant location error
e.g. in Poland location error in mobile networks reaches values from 170 to 400
meters in urban area [18]. Therefore an easy for implementation, low from cost
calculation point of view and fast algorithms to locate the mobile phones inside
the buildings are an urgent business need in order to create new and innovative
applications and services.

In this article the authors show that PSO algorithm could be with success
applied as an initial algorithm for training MLP with two and more hidden
layers and that the success of the algorithm does not depend much on the choice
of the parameters for PSO or the MLP architecture (which is not true for BP as
shown in [10] [22] [23]).

The algorithms were tested in the application of fingerprinting technique on
localizing mobile terminal in the building. The localization is based on the GSM
and WiFi signals.

The remainder of the paper is organized as follows: First, in section 2 we briefly
summarize the PSO algorithm. In section 3 the problem of localizing the mobile
terminal is presented. Application of the PSO algorithm and the experimental
setup and results are presented in sections 4. The last section summarizes the
experimental findings and concludes the paper.

2 Particle Swarm Optimization Algorithm

PSO algorithm is an iterative optimization method proposed in 1995 by Kennedy
and Eberhart [12] and further studied and developed by many other researchers,
e.g., [20], [19], [6]. In short, PSO implements the idea of swarm intelligence to
solving hard optimization tasks.

In the PSO algorithm, the optimization is performed by the set of particles
which are communicating with each other. Each particle has its location and
velocity. In every step t a location of particle i, xi

t is updated based on particle’s
velocity vit:

xi
t+1 = xi

t + vit. (1)

In our implementation of PSO (based on [2] and [20]) in t + 1 iteration ith
particle’s velocity vit+1 is calculated according to the following rules:

1. a weighted center cit of xneighboursi
best , xi

best and xi
t points is computed:

cit =
gxneighboursi

best + lxi
best + xi

t

3
(2)

2. a new velocity is computed on the basis of current particle location xi
t, a

weighted center cit and current particle’s velocity vit,

vit+1 =u(u−ball)
∥
∥cit − xi

t

∥
∥ + (cit − xi

t) + avit, (3)
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where
xneighboursi
best represents the best location in terms of optimization, found

hitherto by the neighbourhood of the ith particle,
xi
best represents the best location in terms of optimization, found hitherto

by the particle i,
g is a neighbourhood attraction factor,
l is a local attraction factor,
a is an inertia coefficient,
u(u−ball) is a random vector with uniform distribution over a unit size
n–dimensional ball.

In our case the value of the fitness function for the PSO algorithm is the sum
of values of the errors on whole training set and the vector in a search space is
a vector of weights of the neural network.

As already mentioned, Jing et al. [11] applied PSO to training MLP. It was
used to train a much smaller MLP than we are using. Jing et al. network has
layers consisting of 3, 6 and 1 neurons for input, hidden and output layer, respec-
tively. Our networks have several neurons in each of the hidden layers. Moreover,
in our approach PSO algorithm is used to find initial solution which is later used
as starting point for BP algorithm.

3 Localization of a Mobile Terminal in a Building

The problem of localizing a terminal of a mobile network in a building with a
usage of fingerprinting technique has been already presented in the literature
[3,4,13,15].

The task is to predict location of mobile terminal – triple of a floor and x, y
coordinates in the floor plane. In the fingerprinting technique the model on which
the predictions are done is constructed on the basis of previously recorded WiFi
or GSM signals in the known locations in a building.

It was also shown that the WiFi signals based localization methods are more
precise than the GSM signals based, while on the other hand they might not
be always available (f.e. during the loss of electricity in the building or simply
lack of enough WiFi access points). We will show the difference in that precision
found in our research.

The dataset and the problem discussed in this article are the same one as
presented in the article showing the basis for predicting credibility of floor pre-
dictions [9]. In this article we present a comparison of predictions based on WiFi
and GSM signals and also a comparison between MLP initialized with random
weights and initially trained with PSO algorithm.

The dataset consists of a 1199 training and validation points gathered in a
1.5 x 1.5m or 3.0 x 3.0m grid at different dates (two series of measurements)
and 1092 test points gathered at another day in the grid shifted by half of the
resolution of the original grid (one series of measurements). The data comes
from all the floors (including ground floor) of a five story building of Faculty of
Mathematics and Information Science of Warsaw University of Technology. The
data was gathered in halls, corridors, laboratories and lecture rooms.
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Each vector of the data consists of the average Received Signal Strength (RSS)
from the Base Transceiver Stations (BTS) of the GSM system and RSS from the
Access Points (AP) of the WiFi network. Each vector is labeled with x, y and
floor coordinates defined for each of the points in which the data was gathered.

Therefore the task of localizing a mobile terminal in a building may be looked
upon as a regression task for x and y coordinates and classification task for floor
coordinate, making a neural network a universal tool for both of the tasks.
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Fig. 1. The example training process of a neural network with 2 hidden layers for
floor classification and regression in one of the directions. The left column presents the
runtime where first 500 iterations were done by the PSO algorithm and the rest by the
BP algorithm. The right column presents runtime of the BP algorithm.

4 Tests and Results

Datasets for all the tests were composed in a following way:

– one series of measurements was chosen as a training set,
– another series of measurements (in the same grid as training set, but gathered

on a different day) was used as a validation set,
– a series of measurements gathered on a different day in a shifted grid was

used as a test set.
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Fig. 2. The example training process of a neural network with 5 hidden layers for floor
classification and regression in one of the directions. First 500 iterations were done by
the PSO algorithm and the rest by the BP algorithm. Left column shows the runtime
for the GSM data and the right one for the WiFi data.

All the tests were run in the following scenario:

1. A neural network was trained in a batch mode by the PSO algorithm.
2. An initially trained network was used as a starting point and trained by the

online BP algorithm.
3. Separately a network was trained for comparison from a random point by

the online BP with the same parameters.
4. In both cases the training process by online BP was stopped when the error

on validation set began to rise.

The baseline of all experiments was performance of the network initialized by
PSO with 500 iterations and 40 particles and further trained by the BP for at
most 3000 iterations. The parameters for the baseline PSO were set as follows
g = 1.4, l = 1.4, a = 0.63, P (Particlei is neighbor of Particlej) = 0.5. For the
baseline BP the learning rate for each example was set to 0.0008, momentum
was set to 0.3 and value of average error on validation set was counted over 200
iteration. The comparison of the baseline experiment against experiments with
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Fig. 3. Comparison of the average network convergence on the validation set for dif-
ferent number of initial PSO iterations

different parameters are shown in the Tables 1-4. In each comparison only the
mentioned parameters are changed while the rest remains the same as in baseline
experiment. The comparison has been done on the basis of classification accuracy
(i.e. the ratio of the properly classified records from the test set) for the floor,
and on the basis of 0.9 quantile of absolute error given in meters for prediction
of the X and Y coordinates. The result of the baseline is boldfaced in each of
the tables.

The PSO was additionally run with the following parameters:

– 5, 10, 25, 50, 100, 150, 200, 250 iterations,
– g = 2.2 and l = 0.6, g = 0.6 and l = 2.2.

The results of those tests are presented in the Tables 1 and 2
The BP was additionally run with the following parameters:

– learning rate = 0.0002, 0.0004, 0.0006, 0.0010.

The results of those tests are presented in the Table 3.
The following neural networks with following number of neurons in hidden

layers were tested (all with full connections between subsequent layers):

– 60 and 60,
– 60, 40 and 20,
– 60, 40, 40 and 20,
– 60, 40, 40, 30 and 20.

The results of those tests are presented in the Table 4.
The networks had 26 inputs for GSM data and 107 inputs when used for WiFi

data. Each input represented a strength of the given BTS or AP signal present
anywhere in the building. For regression tasks the networks had one output
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Table 1. Comparison for different number of PSO iterations for GSM and WiFi data.
The results of baseline experiment are boldfaced.

PSO iterations
Classification accuracy 0.9 quantile of |eX | 0.9 quantile of |eY |
GSM WiFi GSM WiFi GSM WiFi

5 54% 98% 8.66m 5.93m 11.98m 6.55m

10 53% 98% 8.91m 5.31m 11.08m 6.03m

25 53% 98% 8.37m 5.35m 11.40m 6.29m

50 53% 98% 8.80m 4.96m 12.87m 6.14m

100 52% 98% 8.61m 5.33m 11.76m 6.94m

150 56% 97% 9.13m 5.45m 12.47m 6.47m

200 54% 97% 8.90m 5.01m 11.92m 6.48m

250 53% 98% 8.77m 5.46m 11.55m 6.42m

500 54% 98% 9.11m 5.18m 11.66m 6.48m

Table 2. Comparison for different PSO local and global attraction factor parameters
for GSM and WiFi data. The results of baseline experiment are boldfaced.

PSO parameters
Classification accuracy 0.9 quantile of |eX | 0.9 quantile of |eY |
GSM WiFi GSM WiFi GSM WiFi

0.6 2.2 53% 98% 8.86m 5.47m 11.86m 6.74m

1.4 1.4 54% 98% 9.11m 5.18m 11.66m 6.48m

2.2 0.6 54% 98% 11.38m 5.54m 12.12m 6.40m

Table 3. Comparison for different values of a BP learning rate for GSM and WiFi
data. The results of baseline experiment are boldfaced.

Learning rate
Classification accuracy 0.9 quantile of |eX | 0.9 quantile of |eY |
GSM WiFi GSM WiFi GSM WiFi

0.0002 50% 98% 9.53m 6.21m 12.29m 7.35m

0.0004 52% 98% 9.00m 5.75m 11.96m 6.66m

0.0006 53% 98% 8.80m 5.48m 11.89m 6.68m

0.0008 54% 98% 9.11m 5.18m 11.66m 6.48m

0.0010 54% 98% 8.77m 5.56m 11.73m 6.10m

Table 4. Comparison for different number of neural network hidden layers for GSM
and WiFi data. The results of baseline experiment are boldfaced.

Hidden layers
Classification accuracy 0.9 quantile of |eX | 0.9 quantile of |eY |
GSM WiFi GSM WiFi GSM WiFi

2 52% 98% 9.06m 5.54m 11.93m 6.79m

3 54% 98% 9.11m 5.18m 11.66m 6.48m

4 52% 98% 8.67m 5.37m 11.73m 5.82m

5 53% 98% 8.92m 5.27m 12.65m 5.87m
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representing the predicted location for X or Y coordinate in the building. For a
classification the networks had six outputs, for each of the six classes representing
the floor of the building.

The example training processes of BP and PSO+BP algorithm for a network
with two hidden layers are presented on the Fig. 1. For the larger number of
hidden layer BP starting from random point was not able to achieve in 3000
iterations better results then classifying all test data as the most frequently
occurring floor and regression models predicted the weighted average in both
directions.

Figure 2 shows the training processes of PSO+BP algorithm of the neural
network with 5 hidden layers for GSM and WiFi data.

5 Discussion and Conclusions

As can be seen from results a good starting point for online BP algorithm is very
important. When choosing random weights for BP error on the training set was
not decreasing at all or was constant for a large number of iterations and network
started to converge only after several hundreds of iterations. Popular approach
to this problem is selecting learning rate and network topology individually for
every problem or using adaptive learning rate. [22,21]

Our approach is to start learning network with PSO for a small number of
iterations and then set the network weights found by this method as a starting
point for BP. The results show that convergence of BP is much faster and stable
than in experiments where BP was started from random point.

Our results show that the PSO algorithm is useful in the process of train-
ing MLP to solve the problem of localizing a mobile terminal. Hybrid learning
method has given better results than plain BP. The important advantage of
the PSO (being a method of global optimization) is possibility for leaving local
minima, while BP has been reported to stuck in them [8].

It is important to notice, that one iteration of the PSO algorithm is much
slower than one iteration of BP algorithm (approximately by a factor of half a
number of particles). On the other hand it is possible to efficiently implement a
parallel version of the PSO and even using a very small number of PSO iterations
(e.g. 10) is sufficient for finding a good starting point for BP (although the
convergence of BP was faster for a larger number of iterations as presented in
Fig. 3).

Our results also confirm that WiFi based localization gives a more accurate
location of the mobile terminal, especially in the problem of floor classification.
Floor classification based on GSM signals was accurate in about 55% of obser-
vations and based on WiFi signals in about 98%.

Further research on the hybrid PSO+BP method should include comparison
with another methods (e.g. BP algorithm with adaptive learning rate, batch BP
algorithm). Research on the problem of localizing a mobile terminal with the
usage of neural networks should take into account learning and testing on not
aggregated data and also observations about the credibility of predictions for
the GSM data should be considered [9].
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The analyses of the results and the plots have been done with the usage of
R[16].
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