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1 Introduction

With the rise of multiple biologically inspired optimization methods in the recent
years, the area of designing truly new sampling search strategies seems to be
largely explored, at least for now.

Therefore, it would seem that a more promising area of research is a better
management of existing techniques, rather than search for an entirely new one.
This literature review is aimed at assessing state of the meta-optimization in
two areas: hyper-heuristics and population initialization schemes.

Figure 1: Hyper-heuristics classification reproduced from [4].
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Figure 2: Hyper-heuristics classification reproduced from [9].

2 Hyper-heuristics

The term hyper-heuristics has been introduced by Cowling et al. [6] and fur-
ther classified and popularized by Burke et al. [2] as “(meta)heuristics working
on (meta)heuristics”. Generally, Burke et al. [2] promote the view of hyper-
heuristics where low level heuristics are treated as a black-box problem in the
hope of finding a general purpose high level method of selecting them.

Review [3] from 2013 revisits the state of the hyper-heuristics domain after
a period of growing popularity. It acknowledges the fact that while the term
is new, the idea itself is not. Burke et al. [3] attribute the origin of research
in this area to Fisher and Thompson in 1963 [10], because of their findings
that random ensembles of heuristics generate better results than any of them
separately. Additionally, they observed the ability to train such ensembles in
order to achieve even better performance.

This review [3] acknowledges the fact that Genetic Programming [12, 13]
should also be recognized as a type of hyper-heuristic. Finally review [4] from
2019 proposes a classification as presented in Fig. 1. Within this classification
the original understanding of term hyper-heuristic is classified as heuristic se-
lection, while methods like Genetic Programming are considered to fall into the
category of heuristic generation. Furthermore, each of this classes can be either
trained on the problem or act from prescribed recipe, and could be applied to
work on construction heuristics or perturbation (search) heuristics.

In the case of applying hyper-heuristics to continuous optimization, the
most natural class would be heuristic selection working on perturbation (meta)–
heuristics.

Review [9] from 2020 extends the classification of hyper-heuristics (as pre-
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sented in Fig. 2). More importantly, it also discusses a few applications of this
approach in the domain of continuous optimization [5, 8, 11,17].

Finally, it is also worth to mention a review of existing hyper-heuristic frame-
works from 2014 [16].

2.1 Hyper-heuristics for continuous optimization

Article [17] is an example of work on DE for continuous constrained optimiza-
tion, where hyper-heuristic uses roulette wheel selection to choose among the
12 basic DE variants for the current iteration. Alternatively, in order to gather
data about performance of all the variants of DE, it is selected at random from
all possibilities.

Article [11] points out the importance of diversity among the utilized low-
level meta-heuristics. It utilizes 4 algorithms as the low-level meta-heuristics:
a variant of Particle Swarm Optimization (PSO), a variant of Differential Evo-
lution (DE), a continuous version of Genetic Algorithm (GA) and Covariance
Matrix Adaptation Evolution Strategy (CMA-ES). Tabu Search is used as the
control algorithm. The study showed that gradually increasing the set of avail-
able low-level meta-heuristics resulted in the best performance of the proposed
method. While achieving clear advantage over CMA-ES was possible only with
the a priory knowledge of the best performing method on a given problem. It
should be noted, that this approach is quite similar to GAPSO.

Article [8] utilizes Artificial Bee Colony (ABC) and Krill Herd (KH) as low-
level optimizers. The choice of the particular optimizer for the agent is done
on the basis of the agent rank in terms of its fitness. The paper considers only
an inner comparison between the hybrid and its components, so there is no
evidence if state-of-the-art performance has been achieved by this approach as
neither of the low-level optimizers is a state-of-the-art method.

Article [5] introduces an approach called hyperSPAM. It consists of CMA-
ES as initial search algorithm and S and Rosenbrock (R) algorithms as second
phase low-level optimizers during hyper-heuristic search. S algorithm performs
axis by axis optimization, while R algorithm estimates the gradient through
matrix adaptation. The proposed hyperSPAM method has been tested against
CMA-ES on CEC and BBOB benchmarks, resulting in similar overall results. It
was enough to utilize S and R algorithms at random in second phase, although
their adaptation brought further marginal improvement.

2.2 Other notable hyper-heuristic techniques

Within article [15] a sequence of heuristics is trained with Machine Learning
Methods. The search space of heuristics is sampled by a tabu search and the
optimal sequence is chosen from the created surrogate model. The model clas-
sifies sequences of heuristics as good or bad thus limiting the search space. The
heuristics classified as good are subsequently tested on the search space and
used to re-train the model.
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3 Population initialization

This section presents two approaches to population initialization: one maintain-
ing search diversity, the other simply using a brute-force strategy by enlarging
population after each restart of the search process.

Paper [7] discusses a method of combining a Novelty Search approach [14]
with generic evolutionary approaches. The article points out two important
issues:

1. It is reasonable to use ranking of novelty score and fitness score before
blending them (1 − p) ∗ ranked.fitness+ p ∗ ranked.novelty for normal-
ization.

2. It is even better to use pure novelty while resetting the whole algorithm
in a typical stagnation detection-restart approach.

In order to achieve the second point, an archive of representatives is used to
select a starting point. Sample the search space against the archive for the most
isolated point. compute σ on the basis of k-nearest neighbours from archive and
generate population from this distribution.

Article [1] introduces an IPOP-CMA-ES approach. It is a population size
increase applied to a basic version of CMA-ES algorithm. For most multi-modal
cases such a simple approach (increase population size by factor 2 after each
restart) resulted in significant improvement of algorithm performance, while for
uni-modal the algorithm’s performance remained roughly the same. The article
itself discusses also a stagnation detection strategy, but it seems to be tightly
couples with internal working of the CMA-ES itself, and not easily transferable
to other methods.

4 GAPSO relation to problems in revised liter-
ature

As a first note it is important to observe that while hyper-heuristics methodology
is general, its applications to continuous optimization domain seem to be in
minority, while a vast amount of work is created for the discrete problems (most
noticeably to timetabling and scheduling problems).

In terms of classification proposed by [3], full GAPSO algorithm falls into the
category of online learning perturbation selection hyper-heuristics. Without the
adaptation mechanism switched on, GAPSO could be classified as no-learning
hyper-heuristic.

In GAPSO hyper-heuristic scheme is performed at the level of individual
particle, while the learning happens at the level of whole algorithm.

Our findings that even a simple random mix of search strategies (behaviours)
is beneficial, are in concordance with the earliest findings in this area of research
[10].
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The difference between the GAPSO and most orthodox view of hyper-
heuristics is the lack of thinking of domain barrier, clearly separating the in-
formation about heuristic space and search space. Motivation for research on
GAPSO is also on finding the optimal set of behaviors, which interact with one
another through the samples each of them gathers.

5 Conclusions for GAPSO development perspec-
tives

• Maybe there is a possibility of adding new behaviors to the list, only when
the current set fails to further improve the result?

• Quite a lot of works on hyper-heuristics (e.g. [15]) try to learn the whole
sequence of heuristics, maybe this is also a direction worth checking?

• In terms of population initialization, creating an additional sparse samples
archive, in order to re-initialize algorithm in the less explored area seems
to be an easy extension to test against other initialization approaches.
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