Chapter 9
Jordan Block M atrices

In this chapter we will solve the following problefiven a linear operator T find a
basis R of F" such that the matrix Mg(T) is as simple as possible. Of course “simple” is a
matter of taste. Here we consider a matrix simfles as close as possible to diagonal.
Unfortunately, not every matrix is similar to a giial one. We will introduce and study the
next best thing, the Jordan block matrix. But fiwgt investigate the optimistic case: there

exists a basis R such that Mz (T is)a diagonal matrix, i.e;30 if izj. What is so special

about this basis? Let us denote vectors of Rijw, V.. w. Then, for eachwe have T() =

GiVi.

Definition 9.1. A scalarA is called areigenvalue of T iff there exists a nonzero vector v such

that T(v)=Av. Every such vector is called agenvector of T belonging to\.

Theorem 1.1. The matrixM,(T )is diagonal iff R is a basis consisting entirelly o

eigenvectors of T!

It seems that eigenvalues and eigenvectors haiwegortant part to play in this
theory. How do we find eigenvalues and eigenvedtoran operator? We simply follow the
definition, except that we use the matrix of T ibasis R of our choice, in place of T itself.
For example if R is the standard basisAdand A is the matrix of T in R then T(x)=Ax. The
equation T(x)=Ax is then equivalent to Axxx=Alx. This yields (AAl)x=0@. ThusA is an
eigenvalue for T (or for A) iff the homogeneousteys of equations (Ad)x=0 has a
nonzero solution (beside the zero solution, whscalways there). Every such solution is then
an eigenvector of T belonging to the eigenvalu8ince solutions of a homogeneous system
of linear equations form a vector space we getdhaigenvectors belonging to a particular
eigenvalue (together with the zero vector, whichasan eigenvector itself) form a subspace
of F", called an eigenspadsonzero solutions exist if and only if the rankfofs less tham -
the number of columns of A. This happens if ang a@ndlet(A-A1)=0. It is easy to see that the
function det(AAl) is a polynomial of degreein variableA. It is called thecharacteristic

polynomial of the operator T (and of the matrix A). Hencehase proved



Theorem 9.1. A scalart is an eigenvalue for A iffis a root of the characteristic polynomial

of A.l]

Theorem 9.2. If A1,A2, ... Ay are pairwise different eigenvalues for T and factei, L
={Vi1Vi2, ... Mk} IS a linearly independent set of eigenvector®bging toA; then LL,0
... Ln is linearly independent.
Roughly speaking, the theorem states #ganvectors belonging to different
eigenvalues are linearly independent.
Proof. First, suppose that everyik a one-element set. For simplicity we will write{v}.
We prove our case by induction. For n=1 there thing to prove. Suppose the theorem holds

n+1

for somen and consider the conditioE av, =0O. Applying T to both sides we get
i=1

n+l n+l n+l
> aT(v)=> aAv =0, while scaling both sides By, yields > a,.,v. =©. Subtracting
i=1 i=1 =

i=1

n+1 n
one from the other we géY_ (4 - A,..,)av, =D (4 - A..,)aV, =© because foi=n+1,
i=1 i=1

Ai-An+1=0. By the induction hypothesis, this impli@s-A,+1)a=0 for i=1,2, ... ,n. Since the

eigenvalues are assumed to be pairwise differengjeta;=a,= ... =a,=0. This and

n+1

> av, =© imply thatan. 1vn1=0, henceay.1=0.
i=1

n k(i)
To conclude the proof suppose thalHk(i) andZZa,,jvi'j = 0. For each denote

i=1 j=1
k(i)
W = Zaiiji’j . Each vector ybeing a linear combination of eigenvectors belogdo the
j=1
same eigenvalug is either equal t® or is itself an eigenvector belongingkolf some of
n_ k() n p
them, saviy), Wi, ... Wi are in fact eigenvectors then >"a v, =D w =Y w,, O isa
i=1 j=1 i=1 t=1
linear combination of eigenvectors belonging tdelént eigenvalues. Hence, by the first part
p
of the proof, all coefficients of the linear comaiion ZWim =0 are zeroes, while everybody
t=1

can clearly see that they are ones. This is implessince in every fieldAD. Hence aliv,=0.

Since each set Iis linearly independent, &l are equal to Ol



Example 9.1. Find a diagonal matrix for T(X,y,z) = (3X+y-z,2X+2¢ ,X+y+2).

31 -1
The matrix A of T with respect to the standard basR®is |2 4 -2/|. The characteristic
11 1

polynomial of A isAa(A) = -A3+8\%-200+16 = (2A)%(4-A). ForA=2 we get AAl = A-2| =
11 -1

=2 2 -2|.Therank of A-2l is obviously 1 and we can eaBiig a basis for the solution
11 -1

-11 -1
space, namely {(1,-1,0), (0,1,1)}. Fdr4 we get AAl = A-41=| 2 0 -2|. The rank of
1 1 -3
A-4lis 2 and we can chose (1,2,1) as an eigenvéeionging to 4. The set R = {(1,-1,0),
2 00
(0,1,1),(1,2,1)} is a basis f&®*and Mk(T)=|0 2 O0].
0 0 4

Unfortunately, not every matrix can be diagonaliZzeakr some matrices (operators) there is
no basis consisting of eigenvectors. In those disesext best thing is the Jordan block
matrix.

Definition 9.2. A block matrix is a matrix of the form

B 0 .. O
0 B, : . .

A=l . where each Bs a square matrix, the diagonal ¢fia part of the
0O ... 0B

S
diagonal of A and all entries outside blocksaB zeroes.

Definition 9.3. A Jordan block of size k and with diagonal entkyis thekxk matrix

A 1 0 .. . 0]
04 1 0 ..0
N AR
.0

A1

o .. 0 A

Definition 9.4. A Jordan block matrix is a matrix of the form




B, . :
J= : ,.2 S where each Bs a Jordan block.
0 0 B,
1 1 0 0 0 O
01 0O0O0OTO
0O 020 0 0] . .
Example9.2. J = 000210 is a Jordan block matrix with three Jordan blocks
0 000 21
0 00 0 0 2]

One of size 1 with diagonal entry 2, one of sizeith diagonal entry 1, and one of size 3 with

diagonal entry 2.

Theorem 9.3. (Jordan) Suppose A"~ F"and T has eigenvalues (counting multiplicities).
Then there exists a basis R fBf such that J=M(T) is a Jordan block matrix.

Proof substitute. We will describe (working backwards) how to counstrsuch a basis R=

{v1, ... W} studying properties of its (hypothetical) vectoBippose that the size of, Bhe
first Jordan block, is k and the diagonal entry.ihen, by the definition of the matrix of a
linear operator with respect to R and by the definiof a Jordan block matrix, we get T\v
=Avi+ 0w + ... + Oy, = Avy, i.e. v is an eigenvector for. This can be expressed differently
as (TAid)v,=0. Since the second column of J consists dfahd all zeroes, we get that
T(v2)=1vi+Ava. In other words, (Ixd)vo=v;. Extending this argument we get that for each v
from the first k vectors from R we have KTd)vi=vi.1, except that for yw have (TAid)v,;=0.
Vectors v, ... , \k are called vectorattached to the eigenvector,yof the order 1,2, ... k-1,
respectively. Now the structure of R becomes cléannsists of several bunches of vectors.
The number of the bunches is the number of Jorttak®in J, each bunch is lead by an
eigenvector and followed by its attached vectorsrdérs 1,2 and so on. It is all very nice in
the hindsight, knowing what the matrix J looklibut how do we actually find those
vectors? Or at least how do we find the matrix B VKids, here comes the story.
(1) Given a linear operator, you should find itstmxaA in a basis of your choice, most
likely your choice will be the standard basis S.
(2) Having found the matrix A, find all eigenvalussving the characteristic equation of
T, i.e. det(AAl)=0.



(3) For each eigenvaluefind the number of Jordan blocks with this partiul
eigenvalue as the diagonal entry. This is, of aauegual to the maximum number of
linearly independent eigenvectors belonging;ton other words the dimension of the
solution space of the system of equations\(AX=0, in other words-rank(A-Ail).

(4) Calculate sizes of Jordan blocks withas the diagonal entries using the formula:
rank(A-Ail)*-rank(A-Ail)<** is the number oki-Jordan blocks of the size at least k+1. It
follows from the fact that ranks of matrices ¥4} and (JAil)¥ are the same (because

the matrices are similar) and that

012 0 - 000212 0 - 00| [0O0 1 0 O]

0 0 1 : 00 0 1 0 |00 O 0

00 O 0|0 O 00 0 0 ° 10 .
= , and with

00 1 0|0 O 10 00 0 1

00 O 110 O 0 1 00 00

10 0 0 00 0 ... ... 0 0] |[OO 0 0]

each next power of the matrix, the line of onessgwee position to the right losing
one 1, until there is nothing left to loose. Hermeaks of all used-to-b#&-blocks of the
matrix JAil go down by one with each consecutive multiplicatby JAil, except for
those, whose ranks have already reached 0. Thksbocresponding to other
eigenvalues retain their ranks.

Hence we have:

n-rank(A-Ail) A; Jordan blocks of all sizes,

rank(A-Ail)- rank(A-Ail)? A; Jordan blocks of size at least 2,

rank(A-Ail)% rank(A-Ail)® A; Jordan blocks of size at least 3,

and so on.

(5) Repeat steps (1)-(4) for each eigenvalyk,, ... ,An.

To find the basis R, we find first attached vectirthe highest order, and then transform
them by AAl till we get eigenvectors. Assuming that the Iatgerder of an attached vector is
k-1, we find the vectorachoosing a solution to (Ad)X=0 that satisfies (Axl)“'X#0.

Then we put ¥1=(A-Ail)Vi, Viko=(A-Ail)Vi-1, ... , i=(A-Ail)v2. If we have more than one
Jordan block then we have to take care when wesehouor attached vectors so that they and
their eigenvectors are linearly independent. Thay tve tricky and you must be extra careful

here.



Problem. Find a basis R fdR* such Mk(T) is a Jordan block matrix J, where
T(X,Y,z,t)=(-X-y-2z+t,2X+y+3z-t,2x+4z-t, 2X-2y+52)

Solution.First we form A - the matrix for T in the standdrasis ofR*. Obviously

-1 -1 -2 1 -1-A -1 =2 1

2 1 3 -1 2 1-4 3 -1
A= . Next we calculatelet(A—Al) =de =

2 0 4 -1 2 0 4-1 -1

2 -2 5 0 2 -2 5 -1

-1-1A -1 -2 1
0 1 -1 0

r-r3) = (L—A)de =
(rz-rs) = ( ) 2 0 4-1 -1

2 -2 5 -
-1-4 -1 -3 1

o 1 0 0 TimA s
=(cste)=(1-A)de =@-A)det 2 4-A =1 |=(rytr,r-
(Cstc)=(1-A) > 0 a-4 -1/7@A (ritrs,r

2 3 -4
2 -2 3 -/
1-A 0 1-41 1 0 1
r9 =L-A)det 0 1-4 A-1|=(@1-2)°det0 1 -1|=(1N)* Now we must
2 3 -4 2 3 -1
-2 -1 -2 1
2 0 3 -1
calculate rank(A-I) = rank = (oI, F3+r,la+r) =
(A-1) 5 0 3 -1 (r2#ry,r3+ry,r4+ry)
2 -2 5 -1
-2 -1 -2 1 -2 -1 -2 1
0O -1 1 O 0O -1 1 O
rank] = (r3-rp,I4-3r2) = ran = 2. This means that J has
0O -1 1 O 0O 0 0 O
0 -3 3 0 0O 0 0 O

two blocks with diagonal entries 1, but sizes @f hocks may bex2 and %2 or 1x1 and

3x3. Now we must calculate ranks of matrices A-1,[fAand so on. It turns out that (2[5

the zero matrix, so its rank is 0. By part (4) of algorithm we get that J has 2 blocks of size
11 0

. Thus our basis

= O O
= O

0
at least 2 each, that is J has 2 blocks of size2 blenceJ = 0

00O

[EEN

R consists of two eigenvectorsand ¢ and their attached vectorsand . The attached



vectors are solutions of (A2X=0, that do not satisfy (A-)X®. Since (A-I} is the zero
matrix, the first system of equations is trivi@lH®), so the only conditionpand v must
satisfy is (A-)X20. We can choose¥(1,0,0,0) and »=(0,1,0,0) getting ¥»=(-2,2,2,2) and
v3=(-1,0,0,-2). These vectors form the columns ofdh@nge-of-basis matrix P such that J =

-2 1 -1

PIAP, ie. P=

o O O
o
o O+~ O



