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Problem definition

Goal: find robust decision trees.

What means robust?

Decision tree designed to handle variations and uncertainties in the data effectively.

How to measure it?

• adversarial accuracy
• max regret



Problem definition

Accuracy

Adversarial accuracy

Max regret

is a ball with center x and radius ε under the L∞

is the accuracy achieved by h when {xi} is replaced with {zi}



Example



Motivation

• adversarial accuracy might provide an overly optimistic or pessimistic view of the 
model’s robustness by focusing only on absolute accuracy value

• max regret is a more realistic approach since it counts the magnitude of the potential 
loss by considering the model trained on perturbed data

• max regret cannot be directly optimized and used as a splitting criterion in the state-
of-the-art algorithms (e.g. GROOT[1], FPRDT[2])

We propose a novel coevolutionary algorithm (CoEvoRDT) which address this issue.

[1] Vos, D. and Verwer, S. 2021. Efficient training of robust decision trees against adversarial examples. ICML, 10586–10595.
[2] Guo, J.-Q. Teng, M.-Z. Gao, W. and Zhou, Z.-H. 2022. Fast Provably Robust Decision Trees and Boosting. ICML, 8127–8144.



CoEvoRDT algorithm overview



Decision trees population

Each decision tree is encoded as a list of nodes, where each node is represented by a 7-tuple 
{t, c, P, L, R, o, v, a}: node number (t), class label (c), parent node pointer (P), left and right 
children pointers (L and R), operator indication (o), value to be tested (v), and attribute (a).
    
Initial population: random decision trees with depth between 2 and 10.

Crossover: occurs with a probability, randomly pairing individuals and exchanging entire 
subtrees between selected nodes to generate offspring.

Mutation: applied with a probability, introducing random changes through actions like 
subtree replacement, node information change, or subtree pruning.



Perturbations population

Each individual represents a perturbed input set, with perturbations constrained 
within ε.

Initial population: Random perturbations generated uniformly, meeting ε criteria.

Crossover: Selects a random subset of individuals, pairs them randomly, and mixes 
perturbed input instances from both parents to generate offspring.
    
Mutation: Independently perturbing each input instance's encoded values.



Hall of Fame
Role: Mechanism to retain and store best-performing individuals encountered during
evolution.

Common approach critique: Traditional approach adds one highest-fitness individual per 
generation, potentially suboptimal for diversity.

CoEvoRDT approach: Utilizes a game-theoretic approach treating decision trees and 
perturbations as strategies in a non-cooperative zero-sum game.

Mixed Nash Equilibrium: Calculates mixed Nash equilibrium, resulting in mixed strategies
for both decision trees and perturbations.

Evaluation enhancement: Fitness function calculated against a merged set of Hall of Fame 
and population individuals.



Results – max regret



Results – adversarial accuracy



Results - repeated runs



Summary

• Novel coevolutionary algorithm for robust decision tree construction

• Adaptable to various target metrics

• Can integrate results from other strong methods

• Outperforming competitors in minimax regret and achieving on-par 
performance in adversarial accuracy metrics



Thank you



Evolutionary methods
• Inspired by biological evolution (Darvinism)
• Population of individuals (solutions)
• Individuals evaluation (fitness function)
• New generations created with evolutionary operators: crossover, mutation, selection
• Coevolution – multiple populations evolve simultaneously, each adapting in response to the 

evolving characteristics of the other populations



Paseudocode



Experimental setup

20 popular benchmark sets.

CoEvoRDT parameters:
• decision tree population size: 200
• perturbation population size: 500
• number of consecutive generations for each population: 20
• crossover probability: 0.8
• mutation probability: 0.5
• Hall of Fame size: 200
• generations limit: 1000 



Contribution

• Novel coevolutionary algorithm for robust decision tree construction.

• Adaptable to various target metrics - suitable for diverse applications, 
including scenarios combining robustness with other objectives.

• Introduces a game-theoretic approach for constructing the Hall of Fame 
using Mixed Nash Equilibrium, enhancing robustness and convergence 
speed.

• Can integrate results from other strong methods into the initial population 
for performance improvement.

• Outperforming competitors in minimax regret and achieving on-par 
performance in adversarial accuracy metrics.



Benchmarks



Evaluation

Decision trees population
Minimum value of given metric (adversarial accuracy or max regret) against all 
perturbations for adversarial population (including HoF).

Perturbations population
Balance between perturbation efficiency against all decision trees and avoiding 
oscillation. Ntop=20 highest-fitness decision trees are used for perturbation evaluation.



Results – Hall of Fame variants



Computation times



Parameterization





Random perturbations sample size


