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Rajwar, Kanchan, et al. "An exhaustive review of the metaheuristic algorithms for search and optimization: 

taxonomy, applications, and open challenges"Artificial Intelligence Review 2023.

Motivation



• Multiple metaheuristic into one framework to combine their strengths

• Inspiration from island genetic algorithms

• n islands each developed by a single metaheuristic

Idea



• Traditional island models use a single metaheuristic (usually genetic 
algorithm) across all islands

• Migration strategies often static and not diversity-aware

• Lack of synergy and adaptive cooperation

• Static algorithm to island assignment 

Limitations of existing approaches



Żychowski, A., Yao, X., Mańdziuk, J.: Diversity-driven cooperating portfolio of metaheuristic algorithms. 
In: The Genetic and Evolutionary Computation Conference (GECCO 2025)

Cooperating portfolio of metaheuristics (DdCPM)



Previous solution: static assignment of algorithms to islands

New idea: dynamic reassignment of metaheuristics during runtime

Key questions:

• which island should have its metaheuristic replaced? (island
selection)

• which metaheuristic should replace the current one? (algorithm
selection)

• when this adaptation should occur? (adaptation timing)

Adaptive metaheuristic assignment



A. Random island selection (Random)

B. Weakest performance island (Weakest) - lowest average fitness of its 
top K individuals

C. Similarity-based selection (Similar) - island whose population is most 
similar to populations on other islands

Island selection strategies

?



1. Random Algorithm Selection (Random)

2. Best Individual Algorithm (Best) - metaheuristic that is currently employed on the
island which contains the overall best individual

3. Highest Average Fitness Algorithm (Avg Fitness) - metaheuristic from the island 
with the highest average population fitness

4. Upper Confidence Bound Algorithm Selection (UCB):

Metaheuristic selection strategies

?
ACO
DE
GA
PSO
SA

- average fitness improvement of metaheuristic i

- number of times metaheuristic i has been selected

exploitation exploration

- parameter



Adaptation is triggered:

• every Ki generations

• when stagnation is detected (no fitness improvement) 
for Ks generations

Adaptation timinig

PSO



• number of islands: 10

• number of individuals in each island: 100

• tested metaheuristics: 
• ACO (Ant Colony Optimization)

• DE (Differential Evolution)

• GA (Genetic Algorithm)

• PSO (Particle Swarm Optimization)

• SA (Simulated Annealing)

• adaptation every Ki=20 generation or Ks=10 generations of stagnation

Experimental setup - parameterization



Experimental setup – evaluated problems

Discrete: 

• Traveling Salesman Problem (TSP)

• 400-700 nodes

• 10 instances

Continuous:

• Black-box Optimization Benchmarking 
(BBOB)

• 30 dimensions

• 24 instances



The best static combinations of tested 5 metaheuristics for 10 islands.

Results – static configurations

Performance gains when a given metaheuristic is added to an island-based setup.

Key observation: DE is the most useful metaheuristic, SA is the least useful.



Results for the proposed adaptive metaheuristic selection strategies.

Results

Key observation: UCB+Weakest is the best combination and the combination
of metaheuristics usage matches the best static combinations.



Visualisation



Results – computation time

Averaged computation time comparison.

Key observation: adaptation mechanism imposes a negligible computational
cost, while offering significant performance benefit.



• novel adaptive metaheuristic selection strategy for island-based 
optimization

• combination of UCB for algorithm replacement in the weakest 
performance island yielded the best results

• outperformed the best static metaheuristic configuration

• elimination of exhaustive pre-tuning - more efficient and flexible 
across diverse problem domains

Summary



Thank you



Static island-based configurations of metaheuristics.

Results – static configurations

Key observation: combination of diverse metaheuristic approaches creates a 
synergy that enhances overall performance.
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